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Abstract

We couple a spatially homogeneous energy balance climate model
with an economic growth model which incorporates two potential poli-
cies against climate change: mitigation, which is the traditional policy,
and geoengineering. We analyze the optimal policy mix of geoengi-
neering and mitigation in both a cooperative and a noncooperative
framework, in which we study open loop and feedback solutions. Our
results suggests that greenhouse gas accumulation is relatively higher
when geoengineering policies are undertaken, and that at noncooper-
ative solutions incentives for geoengineering are relative stronger. A
disruption of geoengineering efforts at a steady state will cause an up-
ward jump in global temperature.

Keywords: Climate change, mitigation, geoengineering, coopera-
tion, differential game, open loop - feedback Nash equilibrium

JEL Classification: Q53, Q54.

1 Introduction

Climate change and the development of policies that will slow down or even
reverse current trends has become an important issue both in terms of scien-
tific research and applied policy (e.g. [17]). The current discussion in both

*This research has been co-financed by the European Union (European Social Fund —
ESF) and Greek national funds through the Operational Program"Education and Lifelong
Learning" of the National Strategic Reference Framework (NSRF) - Research Funding
Program: Thalis — Athens University of Economics and Business - "Optimal Management
of Dynamical Systems of the Economy and the Environment". Earlier versions of the
paper were presented at the MABIES conference, Paris Febryary 2013, and the EAERE
Conferense, Toulouse 2013. We would like to thank Katheline Schubert and Aart de Zeeuw
for valuable comments on earlier drafts of this paper.



theory and practice focuses on mitigation of emissions as the main policy
instrument against climate change.!

In the last years, however, it has recognized as technically feasible to
use engineering methods for solar radiation management, as a means to
offset the global warming caused by the accumulation of carbon dioxide
(COs) and other greenhouse gases (GHGs).? Solar radiation management,
which is also referred to as geoengineering ([12], [14],[27]), includes meth-
ods that block incoming solar radiation or equivalently increase the planet’s
albedo, that is the capacity of the planet to reflect incoming solar radiation.
In this paper we examine a specific geoengineering proposal that suggests
pumping sulphur dioxide into the stratosphere to shade the earth from the
sun by spreading very small reflective particles. The main advantages of
geoengineering, that make it attractive for managing climate change, are
considered to be the facts that it is quick and cheap ([1],[24],[25]). It is
quick because it directly affects global temperature by mimicking the im-
pact of a large volcano explosion that blocks incoming solar radiation as it
emits large amounts of sulfur dioxide.® It is also cheap relative to the cost
of large scale mitigation as current studies indicate (e.g. [15], [16], [23], [25]).
On the other hand, the currently accepted option of limiting global warming
is mitigation, that is reduction of emissions of GHG, which reduce global
temperature by reducing the stock of GHGs, thus allowing larger amounts
of outgoing solar radiation. However, more time is required until significant
results can be obtained in reversing current trends in temperature through
mitigation. Furthermore mitigation is an expensive solution relative to geo-
engineering and suffers from the well known free rider problem. In contrast
geoengineering reduces temperature by blocking incoming radiation. It is
relatively cheap and works fast; that is, it is a ‘quick fix’.

There are, however many potential global disadvantages in geoengineer-
ing techniques, which include negative effects on plants due to reduced sun-
light; ozone depletion; more acid depositions; less solar radiation available
for solar power systems; and inability of engineering methods to adjust re-
gional climate to desired levels. Furthermore, if geoengineering is used as a
substitute for GHG emission reductions, the acidification of oceans could be
intensified. The most serious drawback of geoengineering is, however, that
we do not really know the consequences of solar radiation management on
the earth’s climate. Moreover once these methods are applied it might be

! Adaptation is another policy option which is not discussed here since it does not aim
at changing the current trends in climate but rather at coping with the consequences of
climate change.

?For definitions and further discussion see for example [26],[1], [9], [12], [27].

3The generally accepted mechanism by which large eruptions affect climate is generally
injection of sulfur into the stratosphere and conversion to sulfate aerosol, which in turn
reduces the solar energy reaching the earth’s surface. The most recent example of such a
process is the explosion of Mount Pinatubo in 1991.



difficult to reverse outcomes ([12],[24], [27]).

As indicated by Weitzman ([29]), geoengineering is also associated with
an important externality which is different from the free rider externality
associated with mitigation and climate change. Weitzman calls this exter-
nality the ‘free driver’ externality. The source of this externality is the fact
that, because geoengineering is relatively cheap, it can be undertaken uni-
laterally by one country which is not willing to incur the cost of mitigation.
This action, however, is very likely to generate potentially very large costs to
all other countries. Thus while the private costs of geoengineering are low,
the potentially very high social costs of geoengineering are spread among all
countries.

In this paper, we study the design of policy against climate change, by
combining at the same time mitigation, the traditional approach to pol-
icy design, with the policy option of solar radiation management through
geoengineering as a means of reducing global temperature. The model we
develop consists of a traditional economic module along with a climate mod-
ule based on a simplified energy balance climate model (EBCM). EBCMs
([18] —[21],[6], [7]) are based on the idea of global radiative heat balance. In
radiative equilibrium the rate at which solar radiation is absorbed matches
the rate at which infrared radiation is emitted. The purpose of geoengi-
neering as a policy instrument is to reduce global average temperature by
controlling the incoming solar radiation.

Our main purpose is to study optimal policy design in terms of mitigation
and geoengineering efforts. We seek to characterize and contrast cooperative
and noncooperative emission strategies. On the modeling side we consider a
world consisting of a number of identical countries with production activities
that generate GHG emissions. The stock of GHGs blocks outgoing radiation
and causes temperature to increase. Mitigation reduces emissions and the
stock of GHGs, which allows a larger flow of outgoing radiation and eases the
pressure on temperature to rise. Geoengineering, on the other hand, blocks
incoming radiation which is expected to cause a drop in temperature.

We analyze the problem, as it is usual in this type of problems, in the
context of cooperative and noncooperative solutions. In the cooperative case
there is international coordination for the implementation of geoengineering
and mitigation in order to maximize joint, or global, welfare. In the non-
cooperative case, each government chooses geoengineering and mitigation
policies noncooperatively. In this case we analyze open-loop and feedback
Nash equilibrium strategies. We are interested in analyzing and compar-
ing the cooperative and the noncooperative solutions, regarding the steady
state stock of GHGs and temperature, and in examining the sensitivity of
the steady state temperature to each instrument alone.

Our results suggest that when geoengineering is a policy option, the
steady state accumulation of GHGs is higher relative to the case where geo-
engineering is not an option. This result holds at the cooperative and non-



cooperative solutions, with relatively stronger incentives for geoengineering
at the noncooperative solutions. Higher GHGs could be compatible with
lower global temperature, at least in the short run, since geoengineering
increases global albedo which tends to reduce temperature. Thus geoengi-
neering could lead to a solution of relatively higher GHGs and temperature,
or relatively higher GHGs but lower temperature relative to the case where
geoengineering is not an option. The outcome is largely an empirical issue
with many deep structural uncertainties. Another result stemming from our
analysis is that even if geoengineering leads to a lower temperature, main-
taining this temperature requires a constant flow of geoengineering. Thus,
if this flow cannot be sustained for a period of time, then there will be a
jump in the temperature which will be intensified since the stock of GHGs
will already be high.

In section 2 we present our model consisting of an economic and a climate
module. In sections 3 and 4 we determine cooperative and noncooperative
solutions and derive optimality conditions, in section 5 we compare cooper-
ative and noncooperative solutions, and in section 6 we study and compare
the two polar cases of ‘mitigation only’ or ‘geoengineering only’, Section 7
concludes.

2 The Basic Model

2.1 The economic module

In our model, i = 1, ..., N economies, or countries, produce output according
to a standard neoclassical production function:

Yi(t) = F(K; (t), AN; (1)) , i=1,..N (1)

where K; (t) is capital, AN; (t) is effective labour and ¢ € [0, c0) is the time
index.

Output at each point in time is allocated to net capital formation dE(®)

. dt
K (t), depreciation K (t), consumption C (t), and the cost of mitigation

and geoengineering. It is assumed that mitigation effort of magnitude X (t)
will cost py (X (2)), (py (X (1)) > 0, (py (X (#)))"” > 0 in terms of output,
while geoengineering effort of magnitude Z (¢) will cost p¢ (Z (¢)),pc (Z (1)) >
0,pc (Z (t))” = 0 in terms of output.

To simplify we specify the cost of mitigation and geoengineering by the
linear functions p, X; (t), p¢Z; (t). Thus the resource constraint for economy
i=1,..., N, omitting ¢ to simplify notation, will be*

Ki =F (Kl,.ANZ) — C’l — pXXi _pCZi — 5Kz (2)

*We are basically assuming closed economies, interacting only through the global ex-
ternality of climate change. This simplifies the model without affecting the qualitative
nature of our results about climate change.



We normalize all the relevant variables in terms of labor efficiency units.
Population grows at the exogenous rate n > 0 and labor efficiency A grows
at the given rate of labor-augmenting technical progress @ > 0. Effective
labour is AN = AgNpe™t™t | so we have that output per effective worker,
omitting 7, to simplify is:

F (K, AN) Y
———— = —— =y and
AN AN
K AN >

fk) = F(AN’AN

Assuming that the production function is a Cobb-Douglas, we have that:

= F(k,1).

y=f(k)=k* , 0<a<l. (3)

Thus the capital stock accumulation equation for economy ¢ can be written
in efficiency units as:

=k —poxi =i —ci— (n+ 7+ 0) ki (4)
where x; = fj\}z mitigation effort per effective worker, (; = AZ]{[i: geo-
engineering effort per effective worker, ¢; = AC;(’,i: consumption per effective
worker.

We assume for each country a linear utility function:

U (Cz) = CZ', U (C,J) = AOiNOie(n+7r)tCi. (5)

Due to the linear utility function, the problem of choosing the optimal
consumption path can be considerably simplified because the capital accu-
mulation problem can be written as a Most Rapid Approach Path (MRAP)
problem (e.g. [11]) and k can be eliminated as a state variable from the
optimization, suggesting that capital stock in each country relaxes fast to
its steady state value relative to the evolution of climate. This simplification
helps to better reveal the main results about climate change policies given
the complexity of the model.

We assume two types of damage functions related to climate change
which affect utility. The first one reflects damages from the increase in
the average global surface temperature because of GHGs emissions. This
damage function is represented as usual by a convex, quadratic in our case,
function,

Qy (T) = %CTTQ, Q7 (0) = 0,(Qr (T)) >0, (Q (T))' >0 (6)

where ¢7T" denotes marginal damages from a temperature increase.



The second is the damage function associated with geoengineering ef-
fects, such as for example ocean acidification or increased acid depositions.’
Assume that a country undertakes geoengineering (;, which will generate
total social damages %ch? in terms of ocean acidification and acid depo-
sitions. Assume that these damages will be spread uniformly among all
countries. So each country will suffer ﬁc&f from geoengineering under-
taken by country . If all countries undertake geoengineering, the aggregate
damages that country ¢ will suffer from geoengineering undertaken by all
countries, including own induced damages, will be

N
1 2 1 2 1 2 & 2
2NC<C1+...+2NC<CZ~ +...+2NC<CN— 2‘/\/.;@

Therefore global damages from geoengineering will be

Qc(¢) = ﬁ chj@ (7)
¢ Lo\ 2N £

thus, Q¢ (0) = 0,(Q2(¢)) >0,(Q(£)" >0

where c¢(; denotes the social marginal damage cost from the geoengineering
of country .9

The global welfare function to be maximized is the unweighted dis-
counted life time utility of a representative household in each country minus
the social damages related to the increase in global temperature and to geo-
engineering. Thus a cooperative case is equivalent to having a social planner

5 As mentioned in the introduction, the use of geoengineering methods could intensify
ocean acidification. Although the natural absorption of CO3 by the world’s oceans helps
mitigate the climatic effects of anthropogenic emissions of C'Oa2, it is believed that since
geoengineering will cause an increase in GHG emissions, the resulting decrease in pH
will have negative consequences, primarily for oceanic calcifying organisms, and there will
be an impact on marine environments. For a discussion of damage functions related to
climate change see Weitzman ([28]).

SThere is a subtle difference between damages from the overall increase in tempera-
ture due to global warming and the damages from acidification due to geoengineering.
Damages from an overall increase in temperature have public bad characteristics since
all countries are affected, to a different degree, by the global change. On the other hand
ocean acidification or acid depositions due to geoengineering is likely to have 'more local’
effects depending on countries’ reliance on oceans, soil compositions etc. Thus damages
induced from a given geoengineering activity undertaken by a single country will spread
among countries according to countries’ specific characteristics. In an extreme case, geo-
engineering activities undertaken by one country might have negligible effects on this same
country. In our approach we assume that geoengineering damages are evenly spread across
countries. This a strong simplifying assumption and analysis of asymmetric damages is
an important area for further research.



solving:
N

i ,CisXi

N
o0 1 1
W = max/o e”t{z [AOiNgici—2CTT2—2JC\§,ZC?]}dt, v=p—-n-—m=

i=1
subject to resource and climate constraints.

2.2 The climate module

We use North ([18] — [21]) in order to describe climate by a simplified
"homogeneous-earth" EBCM7 that describes the relation between outgoing
infrared radiation I (t) at time ¢, and the average global surface temperature
T (t) (measured in degrees Celsius) at time ¢. The infrared radiation flux to
space I (t) can be represented as a linear function of the surface temperature
T (t) by the empirical formula ([5]):

I(t)=A+ BT (t),A=201.4W/m? B =145W/m? (9)

where A, B are constants used to relate outgoing infrared radiation with
the corresponding surface temperature.

In our model the change in the average global surface temperature T (t)
is determined by the sum of the absorbed solar heating (7p), the reduction
of incoming radiation due to the aggregate geoengineering effort (77) and
the increase in the surface temperature due to the emissions of GHGs (7%)
which block outgoing radiation,

T:T0+T1+T2 (10)
N
_ —(A+BT)+S5(1-a) 9 Y G
To = Iz , Th = Biglgi, T2_Bln 1+7G0 .

(11)
The term (A + BT reflects outgoing radiation, S is the mean annual dis-
tribution of radiation, « is the average albedo of the planet, the function
v () = % Zfi 1 ¢; is the reduction in solar radiation due to aggregate geo-
engineering Zf\il (;» ® > 0 is the sensitivity of incoming radiation to geo-
engineering in reducing the average global temperature,® 1) is a measure
of climate’s sensitivity and G, G are variables associated with the GHGs,
where G is the current accumulation of GHGs and G is the preindustrial
GHGs accumulation.

" A homogeneous-earth model is a "zero-dimensional" model since it does not contain

spatial dimensions but only the temporal dimension.

8 Geoengineering can be regarded as increasing the global albedo, since it blocks incom-
ing radiation. We use a sensitivity function which is linear in aggregate geoengineering
instead of a nonlinear function in order to simplify the exposition.



We substitute Tp, 71,75 into (10) to obtain:”

Foz (A+BT)B+S (1-a) ZCZ ( +Cc;;0> 12)

From equation (12) we have that: a) the average global temperature in-
creases when current accumulation of GHGs is above the preindustrial GHGs
accumulation because GHGs block outgoing radiation and b) the average
global temperature decreases when the application of geoengineering man-
ages to reduce incoming radiation.

We assume that capital k and average global temperature 1" converge fast
to their corresponding steady states relative to the accumulation of GHGs
(@) (e.g. [3]). Then the steady state value of T' can be used to express T as
a function of G, or

—(A+BT)+S(1—-a)

: o
T = v
0= 5 -5

N
Z i+ (G—Go)=0

o AES(a) ¢2 SR L) e T

Note that in order to simplify the exposition we replace the term % In (1 + G%)

in (12) with its linear approximation around Gy. In this case n = ﬁ.

We specify net emissions of GHGs in each country to be a function of
the capital stock and mitigation effort, or

Et)=Q@#) kKX ,0<e<1

where 2 (t) is an efficiency parameter reflecting emission reducing technical
progress, x is an exogenous constant, £ > 0 and € is a technical coefficient
transforming, for given mitigation effort, the contribution of capital stock
into emissions of GHGs. Expressing K and X in per effective worker terms
we have

F (t) =0 (t) /ﬁAONoe(n-i-Tr)(a—a) kax—a'

To study steady states and avoid explosive dynamics in emissions per capita
we impose the condition Q () /Q (t) = & : @+ (n + 7) (@ — €) = 0. Assuming
a—e >0, weset Q(t) = we™ ("M@=t (see [4], [8] for a similar assumption).
Thus for country ¢, F; (t) = wkk{x; ¢, and the evolution of the accumulation
of GHGs can be written as:

9We do not consider at this stage the transportation of heat across the globe, which
is a standard assumption of the EBCM developed by North ([18] — [21]). Thus we study
a homogeneous-earth, zero-dimensional model. This allows us to obtain tractable re-
sults regarding the mitigation/ geoengineering trade-off. The analysis of the mitiga-
tion/geoengineering trade-off in the context of a one-dimensional spatial model is an area
for further research.



N
G= ﬁZwmkfX;E —mG (14)
i=1
where 3 is the proportion of GHGs emissions remaining in the atmosphere,
and m is the natural decay rate of GHGs.
Defining fwk = 7 we can rewrite (14) as:

N
G= ka‘?x;g —mG. (15)
i=1

The problem of the social planner is to maximize global unweighted
discounted life time utility by choosing paths for mitigation x; (¢) (control
of emissions of COg and other GHGs), geoengineering (; (¢) and consumption
¢; (t) subject to the resource constraint, the constraint of the average global
temperature and the constraint of the accumulation of GHGs. Thus the
planner’s goal in managing global warming, is to obtain an optimal policy
mix that allows for both mitigation and geoengineering.

3 Cooperation among countries

We assume that ¢ = 1,..., /' countries cooperatively decide emission and
geoengineering paths. This is equivalent to having a social planner choose
consumption, emissions and geoengineering paths to maximize global wel-
fare given by (8), subject to the temperature function (13), the resource
constraint (4), and GHG accumulation (15). Linear utility allows to express

¢ as a function of (X, ¢k, k), or

ci = ki —pyx; — pcC; — ki — (n+ 7+ 6) k. (16)

Then, using the MRAP transformation and setting Ag; No; = 1 to simplify,

the optimization problem can be written as:°

0o N
W= max /0 S IR = pyx — peCs) — (p+ 8) ki
13597 X ¢ i_l
1 1ee &
_ - 2 _ -6 2
2CTT 5N ;1 CZ] } dt. (17)

The current value Hamiltonian function is:

'"Problem (8) is an approximation of the MRAP problem for very large S and —S <

d:ii < S. Thus in problem (8), k can be eliminated as a state variable.




N 1 1
Z [ Xl’Cl? CTT27772C1

=1

+29 (1) [Z YEIxTE — mG] (18)

i—1
where (k" — pxXi — pcCi) — (p+0) ki] =& (X4, Cis ki) - (19)

Imposing symmetry so that k; = k, x; = x, ¢; = ¢ for all ¢, we obtain the
optimal controls, that is capital stock, mitigation and geoengineering effort,
as functions of (G, /\C) . For interior solutions we obtain!!

. )\C’ —€ 41 1—a
Bo= [a ( Zi ; R (A) (20)
()
¢ Neer [-A+ S(1—a)+n(G - Go)] — B?p¢ (22)
N CcB2 +N2¢2CT
= h3(G)

with (Bwk =) : A% x~¢ < 1. We notice from equation (20) that the opti-
mal level of capital stock at time ¢ is determined by the equality of the extra
benefits in terms of consumption from having an additional unit of capital
with the extra cost of the global damages due to the GHGs generated by
this unit. From equation (21) the optimal level of mitigation is determined
at the point where the extra global benefits from an additional unit of mit-
igation, in terms of reduced GHGs, equals the cost of mitigation in terms
of output used to support mitigation efforts. In a similar way, the optimal
level of geoengineering is determined by the equality between the private
and the social costs of geoengineering with the marginal benefits from the
reduction in global temperature due to geoengineering. It is also worth not-
ing that mitigation depends on the shadow cost of the GHGs through (21),
but geoengineering depends on the social and private costs of geoengineering
c¢ and p¢ respectively. Thus a high social cost of geoengineering will reduce
geoengineering efforts. On the other hand, low private costs will tend to
increase geoengineering.

The modified dynamic Hamiltonian system (MHDS) characterizing, un-
der symmetry, the cooperative solution is:'?

"For the derivation of (20),(21),(22), see Appendix.
2For the derivation of (23),(24), see Appendix.

10



G =Ny [h1 (A9)]" [ha (\9)] T = mG (23)

. T
Acz(m+y)AC+M7§T (24)
g —A+S(1=a) = ONC (G) +1(G — Go)
B
Intertemporal transversality conditions require:
lim e "IA\YG (t)dt =0, lim e "G (t)dt =0 . (25)

t—00 t—00

The modified Hamiltonian dynamic system (MHDS) (23),(24) with an
initial condition for G and the transversality conditions (27) determine the
evolution of the state (G) and costate ()\C) variables along the optimal path
which characterizes optimal mitigation and optimal geoengineering.

A steady state GHGs accumulation and its corresponding shadow cost
can be defined as G : Ny [hl (XC (G))}a [hg <XC (G))} "~ mG =0 and
X(G) = ey
interval [G1,G3] when conditions described in Appendix A.2 are satisfied,
then the stability properties of the long-run equilibrium for the GHGs ac-
cumulation that correspond to the social optimum are summarized in the
following proposition.

. Assume that such a steady state exists in a closed

Proposition 1 Consider a steady state of the MHDS (23),(24) , in a closed
interval [G1,Ga] . If n — ¢N%% > 0, then this steady state is a local saddle

point. If n— (;5/\/’% < 0, then this steady state can be locally unstable.

For proof, see Appendix A.3.

This proposition suggests that the presence of geoengineering may in-
troduce locally unstable steady states. This could happen if the impact on
global temperature of geoengineering when it responds to changes of current
GHGs, ¢N %, is large relative to climate sensitivity as reflected by 7.

From (24) for 39 = 0 we have that AC (G) = % at the steady
state. This quantity is expected to be negative, since the average global
temperature T (G) is expected to be positive for realistic values of G, and
increasing in G. Then if G becomes very large, \¢ (G) is expected to be
negative and large in absolute value. When G = Gj then ((G) will be
small and \° (G) will be finite and small in absolute value. Thus A\® (G) is
negative, starts around zero and declines towards minus infinity.

However A (G) might have increasing parts, because of the following ar-

c —NnCT(U—WV%)

gument. The derivative of \° (G) with respect to G is % = CELE

We expect ¢ (G) > 0 therefore A (G) may have increasing and decreasing
parts as it starts around zero and goes to minus infinity.

11



For G = 0 the slope of (25) at the steady state under symmetry is
determined by the total derivative of (25) which is given by:

C C
Ny 1 ()] [ (1)) [—sm () 22000 1y (3) 200 | iy = ac
(26)
where
dhs (AY) dh1 (AY) _dhs (\Y) dhy (AY)
—ehy ()\C) BTCAN ~+ ahs ()\C) BPTCAN > 0, since DC <0, C >0
(27)

Thus the curve described by (25) will be increasing and multiple steady
states may exist, given the behavior of \¢ (G).
The above arguments imply that in the closed interval [G1, G2| the iso-

cline of G = 0 is increasing and the isocline of }\C = 0 may have increasing
and decreasing parts. Assume that in the closed interval [G1, G2] the isocline
of ).\C = 0 has a positive slope (77 — gzﬁ]\/%—g < 0), then if it intersects the iso-
cline of G' = 0 we have local instability. If in the closed interval [Gy, Go] the
isocline of /'\C = 0 has negative slope (77 — N % > 0), then we can define

the isoclines for G = )\C = 0 as monotonic functions that intersect once at
a local saddle point steady state. In this case there exists a one-dimensional
stable manifold that contains the steady state. This solution is presented
in Figure 1, where A is the steady state obtained at the intersection of the

G = 0 locus with the )\C = 0 locus.

[ Figure 1]

4 Non-cooperative Solutions

We now examine noncooperative solutions where each country maximizes
its own welfare subject to the resource constraint and the climate dynamics.
We examine the two equilibrium concepts very often used for noncooperative
equilibrium: the open loop and the feedback Nash equilibrium.

4.1 Open Loop Nash Equilibrium

In a noncooperative setup a country ¢ decides unilaterally about the im-
plementation of geoengineering and mitigation, by taking the actions of all
other countries j # i as given. In an open loop Nash equilibrium (OLNE),
each country chooses open loop policies which depend only on initial values
and time ([2]).

12



The noncooperative solution for country ¢ is obtained as solution to the
problem

N
o0 1 C —
_ —ut 2 ¢ 2 2
Wi = [ oo = gort® = 5 4 3G )|tz
J#i
v = p—-n-—m
subject to the resource constraint and
. N —
G = ki + D v (R) (x;) " —mG (29)
J#i
—A+ 51 =a) =0 (G+ XN, ) +1(G - Go)

T pr—
B
where X, ¢ ; means that country i takes the action of of all other countries
j # 1 as given in an OLNE.
Using the MRAP transformation, the current value Hamiltonian function
characterizing open loop strategies is:

N
1 c =2
HPY = AoiNoi€ (xi, G ki) — §CTT2 - ¢+ ch +

2N J#i
N
AT (@) (R T+D_v (R) (xy) T - mG (30)
J#i

Imposing symmetry so that ¢; = ¢ and k; = k and x; = x, Ao = Ao, Noi =
Ny for all 4, and setting Ag;Nog; = 1 to simplify, we obtain the optimal
controls as functions of (G, )\OL) . For interior solutions we obtain:'?

1

i )\OL €41 1-a
B (a( p’Yj_(é )> — I ()\OL) (31)
R R Y R (32)
SAOLykf
o = Noer[ZA+S(L—a)+n(CG = Co)l - NB?p; (33)

ccB2 + N2¢2cr
— hs3(G).

"For the derivation of (31),(32), (33), see Appendix.

13



The interpretation of the optimality conditions is the same as in the coop-
erative equilibrium. But the benefits or the costs in terms of changes in
the GHGs accumulation are not global; they refer to a single country. It
should be noted that the derivative (*/Op¢ is higher in absolute value in
the noncooperative solution than the cooperative solution. This means that
a decrease in the private geoengineering costs will increase geoengineering
more when countries do not cooperate.
The MHDS characterizing the OLNE under symmetry implies!?

G = Ny [ha (A95)] 77 [h (A95)]* = mG (34)
: T
3O = (m + v) \OL + % (35)
where T — —A+S(1—a)+n(G—Go) —N¢¢ (G)‘
B
Intertemporal transversality conditions require:
lim e VI\OLG (1) dt =0, lim e 'G(t)dt=0. (36)

The MHDS (34),(35) with initial condition for G and the transversality
conditions (36) determines the evolution of the state (G) and costate vari-
ables ()\OL ) along the optimal path which characterizes optimal mitigation
expenditures and optimal geoengineering.

The properties of the steady state of the GHGs accumulation for the
OLNE regarding existence and stability are similar to the social optimum
presented above. This is because the structure of the MHDS is the same in
both cases.

The solution is presented in Figure 1, where B is the steady state ob-

tained at the intersection of the G = 0 locus with the )\OL = 0 locus.
Analysis of the OLNE implies, as we show in section 5, that countries have
an incentive to choose a higher level of GHGs emissions relative to coopera-
tion, leading to a higher accumulation of GHGs at the steady state relative
to the cooperative solution.

4.2 Feedback Nash equilibrium

As is well known, an OLNE is not a strong time consistent solution ([2]).
In this section we study feedback solutions which have the desired prop-
erty of strong time consistency. Country ¢ takes as given the feedback (or
closed loop) time stationary strategies ¢, (G (t)) and x; (G (t)) j # i, of

Y"For the derivation of (34), (35), see Appendix.

14



other countries. The feedback strategies condition mitigation and geoengi-
neering policies on the observed concentration of GHGs.!5 The result will
not change if we condition geoengineering on the global temperature since
by (13) temperature is monotonically increasing in G.

We will assume the following properties for the feedback strategies:

X' (G)>0, (G)>0

The assumption that x’ (G) and ¢’ (G) are positive implies that country
1 expects other countries to increase their mitigation and geoengineering
efforts respectively when the level of GHGs increases, and that the other
countries (j # ) expect the same from country 4. This can be regarded as a
plausible assumption.'6

The noncooperative feedback solution for country ¢ is determined by the
solution of the problem

N
o0 _ 1 C 2
W = Yt AoiNoici — serT? — — | ¢2 (G dt
Cfféafc/g e | AoiNoic; — ger A7 | G +; (6 (@)
v = p—-n—-7m>0 (37)
subject to the resource constraint and
. N —
G = kx4 (k) [ (@) T —mG (38)
i
“A+S(1—-«a)— N —
+S(1—a)=o(CG+ 2 (¢ (@)) +n(G = Go)

T —

B

Using the MRAP, the current value Hamiltonian function for this problem
can be written as:

15Tt should be noted that at this stage the feedback strategies are not known, since
they emerge as part of the solution of the problem. Full determination of the feedback
strategies requires the use of the dynamic programming approach and numerical methods,
since our problem is not linear quadratic ([13]). In analyzing feedback solutions in this
paper, we follow the Hamiltonian approach with unspecified feedback strategies, since this
approach allows qualitative comparison of cooperative and non-cooperative solutions in
a meaningful way, by comparing the shadow cost of GHGs which emerge as the costate
variable of the Hamiltonian formulation.

16Regarding the stock of capital, we do not introduce the assumption of closed-loop
strategies since it does not seem realistic, at least in the current world, to assume that
aggregate investment in a country is conditioned on GHG accumulation. One might argue
that investment in green technologies could be conditioned on GHG accumulation. This
requires however a disaggregated model of technology choice which is beyond the scope of
the present paper.
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HIP = Ao (G ki) = erT? = o [ 3 (G (@)7 ] +

2 2N o
N

FAP (@) [k T+ v (k) D (@] T —mG | (39)
i

This implies that the optimal controls will be functions of (G  AFB ) or, under
symmetry and by setting Ag; No; = 1 to simplify!”

L (a()\FiVE(:—i-l))l ‘ = hy (AFP) (40)
* Dx s FB
X = <—8/\FWL> =ha (A7) (41)
o Noer[A450 -0 -6 TR (@ +n(G G| - NB
- UF

CcB2 + N¢2CT
= n3(G).

The interpretation of the optimally conditions is the same as in cooperative
equilibrium, but in this case the benefits or the costs refer to a single country
i, as i takes as given the feedback time stationary strategies ¢; (G (t)) and
X; (G (t)) j # i, of other countries.

The MHDS characterizing the FBNE under symmetry implies'®

G = Ny [ha (AB)] 77 [ (MB)]" = mG (43)
3= P+ I (e @) 1] e N @ @)
X (W=1)7 (3 (@) R (4 () (44)
—A+S(1- i+ ; +n(G -G
N (1-a) -0 (¢ % (6(©) +1(G -6 )
Intertemporal transversality conditions require
lim eV A'BG (t)dt =0, lim e "'G (t)dt = 0. (46)

t——00 t—00

"For the derivation of (40), (41), (42), see Appendix.
"8For derivation of (43), (44), see Appendix.
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The MHDS of (43),(44) with initial condition for G and the transver-
sality condition (46) determine the evolution of the state (G) and costate
variables ()\F B ) along the optimal path which characterizes optimal mitiga-
tion expenditures and optimal geoengineering.

If, under the conditions described in Appendix A4, a steady state exists,
then the stability properties of the symmetric long-run FBNE equilibrium
for the GHGs accumulation are summarized in the following proposition.

Proposition 2 Assume that functions ¢ (G) and x (G), with ' (G) > 0 and
X' (G) > 0, exist such that a steady state symmetric FBNE exists in a closed
interval [G1,G2]. Then if 81;23 > 0, the steady state is a local saddle point

and if 8{9123 < 0, the steady state can be locally unstable.

For proof, see Appendix A.5.

5 Comparisons

In this section we compare steady state GHGs accumulation under cooper-
ative and noncooperative solutions.

5.1 Cooperation vs open loop strategies

The analysis of cooperative and open loop equilibrium implies that, in ab-
solute values, the steady state shadow cost of GHGs accumulation in the
case of cooperation among countries is higher than the steady state shadow
cost in OLNE. We have:

Cooperative solution:

e NT L
A= B (47)

(m+v)

OLNE: .
OL _ _CTTE (48)

(m+v)

. {OL :C .

By comparing A~ =0 and A = 0 for any given G, we can see that:

IAC| = N [XOF] = [A9F| < |9 (49)

In an OLNE, countries commit to a particular emission path at the
outset of the game; they do not respond to observed variations of the GHGs
concentration and they do not take into account damages to other countries.
From Figure 2 we can see that we have higher steady state stock of GHGs in
OLNE (steady state B) relative to the case of cooperation among countries
(steady state A).
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[ Figure 2]

It is interesting to note, however, that although at the steady state G¢ <
GOL this does not necessarily imply that at the steady state T¢ < TOL, as
in models with mitigation only, since (22) and (33) imply that at the steady
state (¢ < (O, because G¢ < GOL. So the steady state temperature at
the cooperative solution is pushed down because the stock of GHGs is less
relative to the open loop case, but on the other hand this effect may be
counterbalanced by the fact that more radiation is blocked in the open loop
case because geoengineering is relatively more. Thus the results suggest that
cooperation will reduce the stock of GHGs in the presence of both mitigation
and geoengineering, relative to an open loop noncooperative solution but the
effect on temperature is ambiguous.

Another issue is the path of global temperature at the steady state, if
the steady state level of geoengineering cannot be sustained for a certain
period. Since the steady state temperature depends on the steady state
flow of geoengineering, a drop in this flow for a certain period will increase
temperature. This increase will not be compensated by any reduction in
the stock of GHGs, GG, which has been already stabilized at high levels, and
which will not be affected by any change in geoengineering.

5.2 Open Loop vs Feedback Nash strategies

Let Af2 and \9F be the shadow cost of GHGs accumulation in the case of

FBNE and OLNE respectively. The steady state shadow cost of GHGs at

the FBNE can be determined by (44) for AP 2 0. It can easily be shown

that the open loop is a special case of the feedback solution for ¢’ (G) = 0

and x’ (G) = 0. Comparing open loop and feedback shadow costs we have:
Open loop:

or _ —erTy
 (m+v) (50)
Feedback:
B W@ [erTh - (@)

<m +v+eN=1)7(x; (G))igil E}l (x; (G))/)

In the traditional analysis of international pollution control problems
(e.g.[22], [10] , [30], [31]), the steady state GHGs accumulation or the steady
state pollution stock under feedback strategies is greater than the corre-
sponding GHGs accumulation under open loop strategies. This result also
holds in the present case, where both mitigation and geoengineering ex-
ist, when each country’s marginal benefits from geoengineering exceed the
corresponding marginal social cost for the same country.
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To see this assume that ¢’ (G) > 0 and not negligible.!? In this case the
comparison between ‘)\FB‘ , ‘)\OL’ depends on the term w = [CTT% - CNCC (G)]

In this term, % from (12) is the temperature response to a unit of geoengi-
neering. Thus cTT% is the steady state marginal savings in damages from a
temperature increase due to a unit increase in geoengineering. On the other
hand the term CNCC (G) reflects the additional social damages to each country
due to this geoengineering unit. Thus if w > 0, damage savings from a unit
of geoengineering exceeds the corresponding damages due to this unit, and
the opposite is true when w < 0. When w > 0 the nominator of AP is
further reduced relative to A , and the inequality |/\F B ‘ < ‘)\OL } remains.

The presence of geoengineering causes the A"~ = 0 isocline to move farther
to the right relative to the case where geoengineering is not available, i.e.
when ((G) = 0. This means that when geoengineering is present, the steady
state GHGs accumulation at the FBNE increases further as compared to the
steady state GHGs accumulation at the OLNE, or the cooperative solution.
This is shown in figure 3 for the case w > 0.

[ Figure 3]

The intuition behind this result can be described in the following way.
Assume that the stock of GHGs, G, increases. Due to the assumption
X' (G) > 0 for the feedback rule country ¢ will expect other countries to
increase mitigation. This however results in country ¢ reducing mitigation
and the same applies to all countries in symmetry because of the well known
free riding effect. So both the stock of GHGs and the global temperature
increase. An increase in G will trigger geoengineering because ¢’ (G) > 0. If
w > 0, the private benefits from geoengineering will exceed the social cost
of geoengineering corresponding to each country, which means that coun-
tries will have an incentive to engage in geoengineering. Since mitigation is
reduced, and geoengineering does not affect emissions, the stock of GHGs
increases further.

At the new steady state the stock of GHGs has increased, but it is not
clear what happens to the steady state temperature 7T, since the increased
G will tend to increase T' (through (45)) for a steady state FBNE, but the
increased geoengineering activity will tend to reduce it.

We cannot however exclude the case w < 0 which means that dam-
age savings for each country from a unit of geoengineering is less than the
corresponding social damages due to this unit. If w is sufficiently large in
absolute value, this might reverse the ‘)\F B ‘ , ‘)\OL | relationship. If w is such

that |/\FB‘ > [A9L| | then the /'\FB = 0 isocline moves to the left below the

:OL
A~ = 0 isocline. In this case the steady state GHGs accumulation at the

YNote that we always examine a steady state which is a local saddle point.

19



FBNE is smaller as compared to the steady state GHGs accumulation at the
OLNE. This is shown in figure 3 for the case w < 0. This is because as miti-
gation is reduced due to the free riding effect, an increase in geoengineering
to counterbalance the damages from the temperature increase, will increase
the social costs which are taken into accounted by each country. This cost
increase is higher when compared to the corresponding damage savings due
to the increase in geoengineering. Therefore, it will be rational for countries
to abandon geoengineering and revert to mitigation, thus reducing the stock
of GHGs. This can be seen by the fact that w < 0 implies w - ¢’ (G) < 0,
which means that the feedback rules behaves as if an increase in the stock
of GHGs reduces geoengineering and does not increase it, which is contrary
to our initial assumption about the feedback rule.?’

The likelihood of this reversal depends on the size of marginal damages
savings from temperature increase due to geoengineering, relative to social
marginal damages due to geoengineering itself. Since social damages from
geoengineering undertaken by one country are spread among all countries,
while geoengineering affects the evolution of temperature directly, through
(13), and not indirectly, through changes in the stock of GHGs, it is more
likely that w > 0. In this case geoengineering will result in larger GHGs
concentration relative to the case where geoengineering is not available. This
increase in the stock of GHGs relative to cooperation will be intensified by
the strategic behavior of countries.

As in the case of comparing the cooperative case with the OLNE, a
higher stock of GHGs at the FBNE does not necessarily imply a higher
temperature, since the higher stock is combined more geoengineering that
will tend to reduce steady state temperature. Maintaining the steady state
temperature requires a steady geoengineering flow. If there is a sudden drop
in geoengineering, global temperature will jump since the stock of GHGs is
already high.

6 Two Polar Cases: Mitigation or Geoengineering

In this section we examine the implications of our model under two extreme
cases. In the first case we analyze our model under the assumption that
countries will engage in geoengineering only, and in the second case we
assume that we have only mitigation. The purpose is to examine conditions
and characterize the steady-state temperature responses either to mitigation
or to geoengineering.

Let T9,G9,\9 denote the steady state values of temperature, GHGs ac-

20This result seems to be induced by a change in the slope of the feedback rule relative
to the initial assumption, and the interactions between two feedback rules, which depend
on the same state variable. The study of the impact of these interactions on equilibrium
outcomes could be an interesting area for further research.
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cumulation, and shadow cost of GHGs accumulation respectively in the case
of absence of mitigation (that is, ‘geoengineering only’ by all countries under
symmetry). Let T, G™, \™ denote the corresponding steady state values
in the case of absence of geoengineering (that is, ‘mitigation only’ by all
countries under symmetry). The values are derived in Appendix A.7.

The equilibrium impact of geoengineering will be determined by the
steady state derivative %, while the equilibrium impact of mitigation by
the derivative ‘%, where all derivatives are evaluated at the appropriate
(Tjg7 G9, )\jg) or (ij, GIm, )\jm) , 7 = cooperation C, open loop OL, feedback
FB.

Thus if we apply geoengineering methods only, then we observe a reduc-
tion in the steady state temperature by %/, or

ir_ o a
d¢ B
which is the same for the cooperative and noncooperative solution, where
¢ is the sensitivity of the average global temperature to geoengineering.?!
This result indicates that the sensitivity of global temperature under geo-
engineering is the same under cooperative or noncooperative behavior. The
actual change, however, should be approximated by AT = —%AC I AC
is higher at the noncooperative solution, then the temperature change will
also be larger relative to the cooperative solution.
Mitigation will affect global temperature through the change in the stock
of GHGs. Therefore if we apply mitigation only, we will have a reduction in
the steady state level of GHGs accumulation given by:

4G __Ney (¢ () T e ()
dx =

(52)

Due to the reduction in the steady state level of GHGs accumulation,
the steady state global temperature will be reduced by %, or

ar  n
dG~ B 2B2G, (53)

where 7 is a measure of the steady state temperature sensitivity to a change

in GHGs. Thus
dar dI' dG

dx  dGdx
We observe that geoengineering can affect the steady state level of tem-
perature directly, in contrast to mitigation which affects the steady state
temperature indirectly through the changes in the steady state level of the
stock of greenhouse gasses.

2L All derivatives are obtained by using the steady state values from Appendix A.7.
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To compare the impact of the two approaches on the steady state tem-
perature we use (51), (52), and (53) to obtain:

ar > 4T’ dG
d¢ < dG dy
if lol 2|20 ev (¢ () [k ()]

Thus the effectiveness of the methods is an empirical issue but some ob-
servations are possible. The higher ¢ is, the more effective geoengineering
is, while the higher 7 is, the more effective mitigation is. Furthermore miti-
gation will be more effective the smaller m is, which means that the GHGs
stay for a long time in the atmosphere and are not absorbed by the oceans.
Mitigation is also more effective the higher f is, or the larger the proportion
is of GHGs emissions remaining in the atmosphere. It should also be noted
that since steady state mitigation x* ( E”J) and capital stock k* ( TG”J) will
be different at the cooperative and the noncooperative solutions, the relative
effectiveness of the two methods depends on whether countries cooperate or
not.

7 Concluding Remarks

The efforts to deal with the problem of global warming have focused on
limiting the emissions of GHGs in the atmosphere. The attempts of in-
ternational cooperation to limit the emissions of GHGs seem, however, to
encounter coordination and implementation problems, so other approaches
are currently explored. In this paper we study both the traditional ap-
proach to policy design, that of mitigation, along with recent ideas about
solar radiation management though geoengineering, an approach that has
been discussed as a potential future alternative. After introducing the two
approaches in a coupled model of the economy and the environment, we
make a first attempt to compare the two policy instruments.

Our main findings indicate that when geoengineering is present, the ex-
pected steady state accumulation of GHGs is higher relative to the case
where geoengineering is not an option. This result holds under cooperative
and noncooperative behavior among countries. Furthermore, the presence
of geoengineering as an alternative policy instrument seems to induce higher
geoengineering effort and GHGs emissions at the noncooperative solutions
when compared to cooperation, relative to the case where geoengineering is
not a policy option. Thus in the context of our model, cooperation implies
more mitigation and less geoengineering, while noncooperative behavior im-
plies less mitigation and more geoengineering. This result suggests that if
international cooperation to reduce GHG emissions cannot be reached and
countries move to unilateral actions, geoengineering rather than mitigation
is the policy to be expected. Stronger incentives for geoengineering at the
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noncooperative solutions can be attributed to the interplay between the
free rider and the free driver externality. Although our model is symmetric
and does not allow for unilateral actions, even at a symmetric equilibrium,
free rider incentives tend to reduce mitigation, while low private costs and
spreading of social costs - the free driver incentives - tend to increase geo-
engineering and GHGs emissions.

Higher GHGs emissions do not, however, necessarily imply higher tem-
perature, at least in the short run, because geoengineering efforts are equiv-
alent to increasing global albedo which tends to reduce temperature. These
results suggest therefore that geoengineering could lead to a solution of rel-
atively higher GHGs and temperature, or relatively higher GHGs but lower
temperature relative to the case where geoengineering is not an option. The
outcome depends on many factors, the most important of which are the
sensitivity of temperature to the increase of the global albedo of the planet,
the average time that GHGs remain in the atmosphere, and the social cost
of geoengineering. Low sensitivity might lead to high GHGs and tempera-
ture. On the other hand, high social cost of geoengineering will lead to low
geoengineering efforts, while underestimation of the potential social geoengi-
neering costs could lead to excess geoengineering, and excess GHG emissions
with high social costs.

Another important issue relates to the fact that even if geoengineering
leads to a lower temperature, maintaining this temperature requires a con-
stant flow of geoengineering. If for some reason this flow cannot be kept at
its steady state level, then there will be a jump in the temperature. This
jump will be intensified since the stock of GHGs will already be high. A
drop in the mitigation flow at the steady state is not expected to have a
similar result because the effect of mitigation on temperature is indirect and
realized through the change in the stock of GHGs. In any case, the final
outcome is an empirical issue, the qualitative response of temperature to
the two policy instruments is different and this may have important impli-
cations for applied policy issues. We think that our analysis is suggestive
of the factors affecting the final outcomes regarding climate change under
mitigation and/or geoengineering and the mechanisms through which these
outcomes are realized.

Although the issue of geoengineering and its impacts embody deep un-
certainties, our analysis is deterministic. This is because we wanted to study
the basic mechanisms involved, without the complications induced by sto-
chastic factors. Introduction of uncertainty - especially as deep structural
uncertainty - including characteristics such as model uncertainty, ambiguity
aversion, robust control methods, or regime shifts, is a very important area
of further research. The deterministic structure presented here can be used
as a basis for introducing these elements.

Finally, our results were based on a number of simplifying assumptions
such as symmetric countries, a simplified zero-dimensional climate model,
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no spatial impacts, no impact of geoengineering on precipitation. All these
extensions are areas for further research which will substantially increase our
insight into the relative impact of geoengineering as an alternative policy
option against climate change, especially regarding our main result that
geoengineering will increase the stock of GHGs with ambiguous results on
the temperature.
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Appendix
A.1 Optimality Conditions
In deriving the optimality conditions, we impose at the appropriate

derivation stage symmetry: ¢; = ¢ and k; = k and x; = x, for all ¢ and set
AOiNOi =1to simplify.

Cooperation among countries

The current value Hamiltonian function:

N
H = Y [(k = poxi —pcCi) = (p+0) ki) —
=1
N
(Y [ ATSI-a) =0 G40 (G - Go)
_Q;CT B -

N c N N
—Z (ﬁZCf) +29 (1) [va?kf — mG] .
i=1 =1

=1

First order necessary conditions for k;, x; and (;

OH
ok, 0
N N
Z [ak{™" — (p+8)] + a)\CZ'yxfkffl =0
i=1 i=1
(WO ® + 1)\
a(ANyx; c+1) '
e ]{* frd ¢ 54
( (p+9) ) (54
aXi

N N
=) oy =X TR <0
=1 =1

= 5)\07)(2._ 6_1147? = —p, (interior solution)

1

— = [ X - (55)
5)\C'yk§l
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N
s [ATsua-eTainE-G | w
—P¢ +J\/ECT Bzi - ZNC’L <0

i=1

imposing symmetry and considering interior solution:

—A+S(1—a)— NG G-G
NgCT( + S5 (1 - ) g G +n( 0)>—C<Cz=pc

N¢CT[_A+S(Q_1)+7I(G—GO)]_BQPC.

C CCB2+N2¢2CT ( )
The MHDS is:
- OH *\ — *\ @
G= 00 = Ny () ()~ mG (57)
oA
098
A =VA 3G
3¢ (m+y))\c+N770T[—A+S(1 —a)B;NgéC —i—n(G—Go)].
(58)
OLNE
The current value noncooperative Hamiltonian function is:
HPY = [k = px = peCs) — (p+ 8) kil
N - 2
| ( —A+ 81 =0) = (¢G+ XN G) +77(GG0))
2 B

N N
N (C? +Z<?) + A7 (1) {vxﬁkmzmj)a K ma] .

JFi J#i

First order necessary conditions under symmetry

OH
ok; 0
[akf‘l —(p+08)]+ aXOLyx ke = 0
1
a (AOL")/X'_E 4 1) 1—a
— k¥ = ! 59
( (p+9) (59)
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ox; —

7
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—py — e)\OL,}/X;sflk? <0

— E)\OL’YXZ-_E_lk;;l = —p, (interior solution)

1

* _ pX o
==X —< EAOL’ykf> (60)
OH
—A+S1—a)=¢(¢G+3N,C)+n(G -G
p4+¢CT( (1-a) ¢<C D it Cy) 7 ( 0)>CCC¢<0
B B N

¢ = p¢ (interior solution)

¢ [(—A+S(1—a)—¢NC+n(G—Go)\
BT B N
Noer [~A+ S (1—a)+n(G — Go)] — NB?p,

¢ ccB? + N2¢%cr (61)
The MHDS is:
s oH *)— *\a
G:W:NW(X)s(k‘) -mG (62)
:OL 0H
AN =wA0t
v oG

N
ner —A+S(1—a)—;¢6*+n(G—Go)
B2

:>5\OL:(m+u)AOL+ .
(63)

FBNE
The current value noncooperative Hamiltonian function:
HIP = (k) = pyx = pcCi) — (p+ 0) kil
2
| ( —A+ S (1= a) =6 (G+ T (¢ () +77(GG0))
—Zer
2 B

N N
T (C? +2_ (G <G>)2) +AFE (1) {’Yxﬁk? +2_7(4 (@)K —mG
ji

First order necessary conditions for k;, x; and (;

0H
ok;
[akf™ — (p+0)] + aXPyx; kit =0

0
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1

T (a(AFBWXJEH))” (64)

(p+9)
0OH
<0,x; >0
aX,L — ’Xz iy
—py — gAFB,YX’i—s—lkg <0
== 5)\FB7XZ 1k = —p, (interior solution)
_1
e+1
* DPx
=X = | " \FB_1a 65
X ( 8)\131}37]4;?) (65)
0OH
—<0,(: >0
agl — )C’L -
~A+S(1=0a) =G+ XN (GG)) +n(G -Gy
—pct5er ~%e <0
B B N -

A5 (- a) 0 (G N (6 (@) +0(G - Go)
N(Z)CT( ( B#( )) ! O)C(Ci = Np¢

(interior solution)

Noer |[=A+ 8 (1= a) = 6 X1, ¢ (G) +1(G = Go)| - N'B?p

== ccB? + No2er
(66)
The MHDS characterizing the FBNE under symmetry implies
- OH *\—E [1.%\Q
G:W:N’Y(X) (k7)" = mG (67)
7B _ s OH
A =vA G
. FB pN-1) , n N-1 /
A = (m+)NB T (=) é )g(G)+B +<(N,)C(G)§(G)
+ATB (N =1)7 (x; (@) k2 (x; (@) (68)
O

A.2 Existence conditions, cooperative solution

32



The MHDS is:

: T
A = (m+u)AC+M’§T:0 (69)
_— )\C — _M
B(m+v)
N
- —E& a
G=> 7 (ha (X)) (b1 (X9))" = mG. (70)
i=1
From (70) we have at a steady state:
— NnerT — =
< p T fa((hry) v +1)
Z'V - Iz XT : (4 9) = mG.
We can define the following functions of G, as:
~C NnerT (Q)
A B(m+v)
_sil
Px
n(G) = |-
NnerT(G a
€ (7 g‘(ﬁﬁf&))) vk
_NnerT(@G) . —¢ —a
92(G) = ¢ <( B(m+tv) ) Xt 1)
(p+9)
Then we have that
) N
G=> 791 (G) g2(G) —mG = R(G). (71)
i=1

The roots of equation R (G) = 0 determine the steady states. A steady
state will exist in an interval [G1, G2] where R (G) is continuous, if R (G1) -
R(G3) < 0. For low G = G; we expect R(G1) > 0 since the social cost of
GHGs is low and this allows for more emissions and therefore growth in the
accumulation of GHGs. For high G we expect that a sufficiently high level
(G5 exists, that the high social cost of GHGs will induce reduced emissions,
and that the already high G will make the mG term dominate the first term
in (71) so that R (G2) < 0. If a steady state exists, it may not be unique.

O

A.3 Proof of Proposition 1
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For the Jacobian matrix of the current value Hamiltonian at the steady

state defined as
oH,c 0H,c

aG INC
J pr—
oH,  OH,
G aN\C
we have:
ag{é"c =-m<0
8H C % —e—1 " a 8)(*
e~ () e ()] 2
* — * a—1 Ok* 0H,c
+aN~v (x ()\C)) E[k (/\C)] 30 — 8)\?; >0
0H,  Nncr oc*
G ~ B2 '<”‘¢N8G
88[;75 =m+v>0

0H,c O0H, 0H,c OH
det (7) = A~ G _ A~ G
T R G G Te

where G and \Y are evaluated at the steady state.

We can see that tr (j) = v > 0, then from Kurz theorem we know that
we will have either a saddle point or a locally unstable steady state.

ac* OH,,
If 6NZ < 0 = 58 >0 (72)

then det (j) < 0 and the steady state is a saddle point. (73)

ac* OH
1 = 4
foNZE>n — & <0 (74)
OH H OH H
and the natural decay rate of GHGs is low and near zero — 3 (i}c g)\g 8)\)60 -88 GG
then det (j) > 0 and the steady state is locally unstable.

O
A.4 Existence Conditions, FBNE
The MHDS is:

G =Ny (ha \B)) 7 [ (G ANB)]* — mG
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W~ a1 2L (O -1 ¢ @)+ + o D60
1= !

+eATP(N=1)7 (x; (@) 7k (x; (@) -

From the MHDS we obtain

_ EL ()W =1 (@) +nl+ec D (G)¢ ()
(mAw)+eW—1)7(x;(G) &2 (x; (@)

D Ex
T )

‘ <<_ e SCLASIN G RE ‘NN”C(G)C'(G)> A+ 1) h
(mAw)+eW =1y (x;(G) ™ B (x;(G)) i
(p+9)

We can define three functions of G as:

ST B e s ) AR e S ISP
(m+v)+=W-1)7 (4 (@) R (x4, ()

—E&

Px
91(G) = | -
16) 6<_CTBT[<>¢>(N1)<'<G>+n1+c<Wﬁ<<G)c'<g>> 1
(mAv)+e(N—1)7(x;(G) k2 (x;(G)) '

a

((_ CgT[()¢<N1><'(G>+m+c<%”<<c)c'<,c>> e +1> e
(mAv)+e(N—1)7(x;(G) " k2 (x;(@)) ’

(p+9)

92 (G) =

then we have that:
) N
G=> 791(G)-g2(G) —mG =R(G).
i=1

The roots of equation R (G) = 0 determine the steady states. A steady
state will exist in an interval [G1, G2] where R (G) is continuous, if R (G1) -
R (G2) < 0. Existence of a steady state requires that the equilibrium feed-
back functions x (G) and ¢ (G) be such that functions for low G; and high
Ga2, R(G1) - R(G2) < 0. If a steady state exists, it may not be unique.

U
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A.5 Proof of Proposition 2
The Jacobian matrix of the MHDS evaluated at the steady state is de-

fined as:
OH,rp OH,rp

oG OB
J pr—
oH,  0H,
el INI'B
where
8H>\FB = — aH)\FB 0
ac " oG
8H FB * e—1 * a aX
s = N ()T e (V)] S
* —€ 1% a-1 Ok* OH,rs
+aNy (¢ (W) [ (V)T S5 = S >0
OH * ok
GGG =2 (X", (" x; (G) . ¢ (@)
OH —e=1 fa ', oH
BAF% =m+v+eN-1)7(x; (G)) lkj (x; (@) = a)\F% >0

OH,rs OH 0OH,rs OH
d t N — A . G A . G
et (4) 9G 9xFBE ~ oxFB 5@
where G and AP are evaluated at the steady state.
We can see that tr (j) = v > 0, which means that the steady state is a
saddle point or locally unstable.

0H

I G
/ oG

and the steady state is a saddle point.

> 0 then det (j) <0 (75)

0H
¢ < 0 and the natural decay rate of GHGs is low

oG
OH OH
and near zero — are | OH <A 0H (76)

If

then det (j) > 0 and the steady state is locally unstable.

O

A.6 Two Polar Cases

A.6.1 No mitigation

Policy makers can apply only geoengineering. We assume that i =
1,..., N countries are involved in emissions and geoengineering. Coopera-
tive and noncooperative solutions are obtained as solutions of the following
optimization problems
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e Cooperation

o N LN N . N
W = —vt P T2 - N 2l at

subject to
i) G = Z'ykf - mG
iDT = —A+S(1—-a)— ¢Z ¢+ n(G—Gy)
e Open Loop
W = max /OO eVt Ci — 1CTT2 CC Cz + ZC
kit Jo 2 j#i !
subject to
. N —
i) G =k + ) 7k§ —mG
J#i
—A+S(1-a) = (¢+ XN ) + (G - Go)
i) T = B
e Feedback
o0 1 c¢ N 2
W= e — cerT? - > [ &2 (G dt
subject to
. N —
i) G =9k + ) Ak§ —mG
J#i
A+ S(1-a) =6 (CH XN (¢ () + (G - Go)
i) T = i .

Then we will have the following MHDS for each case:

e Cooperation
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G = Y k()" -ma
=1
A = (m+v) A+ NZCT T
e Open Loop
' N
G = Y k()" —mG
i=1
3009 _ (m+y>)\OL+%.T
e Feedback
. N
G o= Y v (e () —ma
i=1
)-\FB,g. _ (m + y) A\FB + ﬂ . [_¢ (_/\/_1) C, (G) + 77] + c¢

B
A.6.2 No geoengineering

(N_1> !
(@),

Policy makers can apply only mitigation. We assume that i = 1,...,

countries are involved in emissions and mitigation. Thus

e Cooperation

00 N 1 N
W = max/ eVt ;i — =Y epT?| dt
subject to
] N
i) G = Zyx;ssz—mG
i=1
_A 1— _
B
e Open Loop
o0
1
W = max/ eVt |:C7; — ZepT?| dt
kx; Jo 2
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:FBm.

subject to

N

Z) G = fyxi_ekg + Z’Y ()_(j)is lju‘? —mG
J#i

i) T = —A+S(1—-a)+n(G-Gy)

B
e Feedback - )
W = max/ eVt |:CZ — CTT2:| dt
subject to

N

Z) G = VX; 6/6? —i—Z’Y (X]) Ek‘] —mG
J#i

i) T = —A+S(1—cg+n(G—G0)

Then we will have the following MHDSs for each case:

e Cooperation

G o= D () (" ()" = mG
A = (m +v) \C + NZCT -T

e Open Loop

G = N (¢ 009) 7 [ (009 - mG
5O-Lim. (m + ) AOF %-T

e Feedback

G = Ny (¢ () [k ()] -G
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A.7 Steady State Values

Cooperation:
o = NI OO o Ny O ™)) [ (A7)
m m
T9 — —A+S(1—a)—oNC (G) +n(GY — Gy) — A+ S(1—a)+n(G™ — Go)
- > 7 _ k
o NwerTS -y NerT™
= Bm+w) " Bmtv)
Open loop:
o = NI QD" o Ny O Q™) ke (7))

m m

N
*A+S(1*a)*¢§1C*(G9')+n(GQ'*GO) —A+S5(1—a)+n(G™ — Gy

79 = ™

B ’ B
\oo— _merT” o merT™
~ B(m+v)’ ~ B(m+v)
Feedback:
qo. - NN o Ny ™) R (™))
m ’ m
A+S(1 e GY- G9 — G
Tg.:_ + ( _a)_(bZ;C( )+77( - 0) | Tm:_A+S(1_a)+n(Gm_GO)
B B
v TE L)W G ) + et (G0 (G
(m+v)
A = %7]

1+

(m+v) +eW=1)7 (x; (G™) ke (x; (Gm))
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