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Abstract

This paper shows that in the presence of a tipping point in a natural
system, stable partial cooperation may prevent tipping and if this is
not possible, the remaining gains of cooperation are small. This is
good news, because the big loss of ecosystem services from tipping can
often be avoided. Moreover, the usual grim story that a high level of
cooperation is hard to achieve and usually leaves large possible gains
of cooperation, does not hold in the presence of a tipping point. These
results are shown for a simple tipping game, with constant inputs and
piecewise linear dynamics, and for the well-known lake game, with time-
dependent inputs and convex-concave dynamics. Tipping back to good
conditions can also be induced by stable partial cooperation, but this
paper shows that this is more vulnerable to free-riding. Therefore, a
natural system that is physically reversible may prove to be socially
irreversible.
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1 Introduction

Natural systems often show tipping points or regime shifts. At some point,
a small change in one of the inputs may have substantial consequences, as
the system shifts to a different domain of attraction, with an equilibrium that
has very different characteristics (Scheffer et al., 2001, Biggs et al., 2012).
Furthermore, if this happens, it is very difficult (hysteresis) or even impossible
(irreversibility) to restore the original conditions of the natural system. A
well-known example is the lake system, where at some point a small increase
in phosphorus loading shifts the lake to bad conditions, with a substantial
loss of ecosystem services (Carpenter and Cottingham, 1997, Scheffer, 1997).
Another example is the coral-reef system, where at some point a small increase
in the temperature of the ocean shifts the coral reef to bad conditions, with a
substantial loss of coral and fish (Hughes et al., 2003). It is expected that the
climate system also has a tipping point, although this has fortunately not yet
been observed (Lenton and Ciscar, 2013).

Economic activities yield benefits but also release emissions into the nat-
ural systems. At a tipping point, a marginal increase in economic activities
and benefits, and thus in emissions, yields a non-marginal increase in costs,
i.e. a sudden big loss of ecosystem services. The presence of tipping points
is therefore a threat, but it may also have a positive effect. In a public good
game on emission reduction, Barrett (2013) has shown that if it is collectively
rational to avoid tipping, it may also be individually rational to avoid tip-
ping. More specifically, a tipping point may change a prisoners’ dilemma into
a coordination game. If tipping cannot be avoided in a non-cooperative equi-
librium, cooperation is needed, but Barrett (2013) does not find many cases
where stable cooperation solves the problem. This paper analyses a dynamical
tipping game, and then extends the results to the lake system. It shows that if
it is not individually rational to avoid tipping, stable partial cooperation often
solves the problem and if not, the remaining gains of cooperation are small.
Stable partial cooperation is defined as the equilibrium between the incentives
to cooperate and the incentives to free-ride. The presence of tipping points
increases the incentives to cooperate or decreases the incentives to free-ride,
and thus increases the size of the stable coalition. These results are in con-
trast with the usual grim story that a high level of cooperation cannot be
sustained, especially when the gains of cooperation are high. In the presence
of tipping points, however, the opposite occurs. Tipping is usually avoided by
a non-cooperative equilibrium or by stable partial cooperation and if not, the
remaining gains of cooperation are small.

The literature on economic analyses in the presence of tipping points is
rapidly increasing (e.g., Brock and Starrett, 2003, Mäler et al., 2003, Wa-
gener, 2003, Crépin, 2007, Kossioris et al., 2008, Kiseleva and Wagener, 2010,
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Polasky et al., 2011, Heijdra and Heijnen, 2013, Dockner and Wagener, 2014,
Lemoine and Traeger, 2014, Cai et al., 2015, van der Ploeg and de Zeeuw,
2018). Mäler et al. (2003) compare cooperation and non-cooperation in the
lake system, between the users of the lake. They show the existence of two
Nash equilibria, one close to the full-cooperative outcome, with a high level
of ecosystem services, and one where a big loss of ecosystem services occurs.
Welfare in the good Nash equilibrium is somewhat lower than in the full-
cooperative outcome, but welfare drops considerably when the game ends up
in the bad Nash equilibrium. Which equilibrium can be played depends on
the initial conditions of the lake. An important question is how the users of
the lake can avoid the bad Nash equilibrium, or how they can get out of it in
case the game happens to end up in the bad Nash equilibrium.

Cooperation is the answer, and full cooperation would also yield the first-
best outcome. However, cooperation is usually not stable in the sense that
free-rider incentives dominate the incentives to cooperate. The literature on
international environmental agreements (e.g., Hoel, 1992, Carraro and Sinis-
calco, 1993, Barrett, 1994, Finus, 2003, Karp and Simon, 2013) shows that the
level of stable cooperation, i.e. the size of the stable coalition, is usually very
small. However, in the presence of a tipping point, the incentives to free-ride
are lower, and the incentives to cooperate are higher. This paper shows that
it is possible to have larger stable coalitions that avoid tipping and increase
welfare. However, there is a limit to this. In some cases, a very high level
of cooperation is needed and the free-rider incentives dominate again. Fortu-
nately, in these cases the remaining gains of cooperation are low. Similarly,
when the game has ended up in the bad Nash equilibrium earlier, it is possible
to form larger stable coalitions in order to induce tipping back to the good
conditions of the lake, but this has its limits as well.

This paper starts with a simple dynamical tipping-point model in order
to analyse the basic questions of optimal management, Nash equilibria, and
coalition formation. We will show when avoiding the tip is first-best, and
when this is also a Nash equilibrium. If it is not a Nash equilibrium, we will
show when coalition formation can avoid tipping. This model has constant
inputs and linear dynamics with a downward jump, so that the analysis be-
comes tractable. In the sequel, the paper analyses the same questions for the
lake system, with time-dependent phosphorus loadings as inputs and convex-
concave system dynamics. Elaborate numerical methods are needed to solve
for the equilibria. The most interesting result is that tipping from the good
to the bad conditions of the lake may indeed be avoided by stable partial co-
operation and if not, the remaining gains of cooperation are small. In case
tipping has occurred earlier, tipping back from the bad to the good conditions
of the lake may also be induced by stable partial cooperation, but this requires
a higher level of cooperation and is therefore more vulnerable to free-riding.
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An important conclusion of this paper is that it is possible that stable
partial cooperation avoids tipping, or induces tipping back. However, it is
not always possible to sustain the level of cooperation needed, because the
incentive to free-ride may become higher than the incentive to cooperate. This
implies that even if it is physically possible to tip back, it may not always be
socially possible. It follows that the combined socio-ecological system has
more complicated hysteresis and irreversibility properties than the underlying
ecological system itself. In the ecological system, it is always costly to tip back,
because the level of the input has to be reduced substantially, but it may still
be possible to do so: the ecological system has hysteresis in this case, but it
is not irreversible. However, the socio-ecological system may be irreversible,
because the level of cooperation that is needed to induce the system to tip
back is not stable. In this case, the incentive to free-ride prevents sustaining
the high level of cooperation that is needed to tip back, which makes tipping
socially irreversible.

Section 2 presents the simple tipping game, with constant inputs and linear
dynamics, and analyses optimal management, the Nash equilibria, and coali-
tion formation in this game, with a note on uncertainty about the location
of the tipping point. Section 3 presents and analyses the tipping game with
time-dependent inputs and convex-concave dynamics, in the form of the lake
game. Section 4 concludes the paper.

2 The simple tipping game

The most simple way of modelling a tipping point or regime shift is the
following. Suppose that a natural system is affected by inputs ai, i = 1, 2, ..., n,
from n economic agents. The essential dynamics of the system is represented
by a differential equation in a stock of pollutants s (for example, the stock of
phosphorus in the water of the lake or the stock of greenhouse gases in the
atmosphere), given by

ṡ(t) = A− f(s(t)), A =
n∑

i=1

ai, s(0) = s0, (2.1)

f(s) = bs, 0 ≤ s ≤ sc, (2.2)

f(s) = bs− 1, s > sc,

where sc denotes the level of the stock where tipping occurs. Figure 1 shows
the dynamics of the system for an initial stock s(0) = 0 and for different levels
of the total input A. The tipping point is given by (Ach, sc). A small increase
of the total input above Ach shifts the equilibrium level of the stock s to a much
higher level. Figure 2 shows the dynamics of the system for a high initial stock
s0 and, again, for different levels of the total input A. In order to shift back
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to the favourable conditions of the natural system, the total input has to be
reduced to just below Acl: (Acl, sc) is the other tipping point. If the tipping
point (Acl, sc) happens to lie below the s-axis, it is impossible to restore the
original conditions of the natural system: the system is physically irreversible.

sc
s

Ach

A

Figure 1: Initial stock s(0) = 0

sc
s

Acl

A

Figure 2: High initial stock

It is clear that bad conditions of the natural system (i.e., a high stock s)
imply a loss of welfare, for example in terms of a loss of ecosystem services.
On the other hand, the inputs ai usually represent a benefit, for example
agriculture that causes the release of phosphorus on the lake, or the use of
cheap fossil fuels that causes the emission of greenhouse gases. We can model
this trade-off by maximising the welfare indicators (Mäler et al., 2003), given
by

max
ai

[
ln ai − cs2

]
, i = 1, 2, ..., n, (2.3)

where the parameter c weighs the benefits and costs. Logarithmic utility is
chosen as this functional form will be convenient in the analysis below. The
question is how the maximisation of welfare is affected by the existence of a
tipping point and how the incentives to cooperate or to free-ride change in
the presence of a tipping point. The problem is relatively simple, because we
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assume constant inputs ai and we can focus on the steady states that can
arise as shown by Figure 1 and Figure 2. We will first derive the results for
the tipping point in Figure 1. The analysis for the tipping point in Figure 2
is basically the same.

2.1 Full cooperation

First we solve the full-cooperative case which means that we maximize the
sum of the welfare indicators. The Lagrangian becomes

L =
n∑

i=1

ln ai − ncs2 + λ(A− f(s)). (2.4)

Since f(s) is either part of the line bs or part of the line bs − 1, we can
characterise the stationary points by considering the first-order condition

A =
n∑

i=1

ai = −n
λ

=
nf ′(s)

2ncs
=

b

2cs
. (2.5)

This first-order condition is a hyperbola h in Figure 1 that moves up for
decreasing c. It is clear that when h cuts the left part of the possible steady
states, this is the optimal outcome. This happens for high values of c, which
is intuitively clear because the costs of a high stock s weigh heavily in this
case. We will denote this set of possible steady states as the line segment
l1. For a decreasing c, the hyperbola moves up and for some value of c, say
c = c̃, it cuts the line segment l1 in the tipping point (Ach, sc). Decreasing c
further, the hyperbola moves up and at some point it cuts the right part of
the possible steady states. We will denote this set of possible steady states as
the line segment l2. At first, welfare in the tipping point is higher than welfare
in the intersection point of the hyperbola and the line segment l2. Decreasing
c further implies that welfare in the tipping point increases but welfare in the
intersection point increases faster. For some value of c, say c = ĉ, welfare is
the same in the tipping point as in the intersection point corresponding to this
c = ĉ. This means that for c = ĉ, the highest feasible iso-welfare curve w is
tangent to the line segment l2 and passes through the tipping point (Ach, sc)
(Figure 3). Decreasing c further, i.e. c < ĉ, implies that the tipping point is
not feasible anymore and that the optimal outcome is the intersection point
of the hyperbola and the line segment l2. This is intuitively clear because for
a low c a high stock s is not so costly. Note that for intermediate values of c,
i.e. ĉ ≤ c ≤ c̃, the maximal welfare is realised in the tipping point (Ach, sc).
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Figure 3: For c = ĉ welfare is maximal at the tipping point as well as at the
tangency.

2.2 Nash equilibria

The non-cooperative Nash equilibrium can be characterised as follows. The
Lagrangians become

Li = ln ai − cs2 + λi(A− f(s)), i = 1, 2, ..., n. (2.6)

Since f(s) is either part of the line bs or part of the line bs − 1, we can
characterise the candidate symmetric Nash equilibria by considering the first-
order condition

A =
n∑

i=1

ai = − n
λi

=
nf ′(s)

2cs
=

nb

2cs
. (2.7)

This first-order condition is again a hyperbola in Figure 1 that moves up
for decreasing c. Note that this hyperbola passes through the tipping point
(Ach, sc) for c = nc̃. It is clear that when this hyperbola cuts the line segment
l1, this is the only Nash equilibrium. However, when c is low enough so
that this hyperbola cuts the line segment l2, there are possibly two Nash
equilibria, namely the tipping point (Ach, sc) and this intersection point. We
can investigate whether the tipping point is indeed a Nash equilibrium by
checking the Nash property. When the other economic agents stick to their
input in the tipping point, the first-order condition for the best response of
economic agent i, and the resulting total input A, are given by

ai = − 1

λi
=
f ′(s)

2cs
=

b

2cs
=⇒ A =

b

2cs
+
n− 1

n
Ach. (2.8)

When c is sufficiently low, say c = c̄, this expression for total input A will
cut the line segment l2 in a point where welfare of economic agent i is the
same as in the tipping point (Ach, sc) (Figure 4). This implies that for c < c̄,
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economic agent i can improve by deviating, so that the tipping point does not
have the Nash property. In that case it is individually rational to tip, because
the costs of a higher stock s are not sufficiently high to prevent tipping. The
other candidate Nash equilibrium, located on the line segment l2, becomes the
only Nash equilibrium. However, for c̄ ≤ c, economic agent i cannot improve
by deviating. It follows that the tipping point (Ach, sc) is a Nash equilibrium
for c̄ ≤ c ≤ nc̃.

sc
s

Ach

A-i

A

l1

l2

wi(c)

MBi=MCi(c)

Figure 4: For c = c̄ individual welfare of agent i is maximal at the tipping
point as well as at the tangency.

The results above for the full-cooperative outcome and the possible Nash
equilibria in this simple model with a tipping point have an interesting con-
sequence. It is possible that the tipping point is first-best but also a Nash equi-
librium. This means that in this case the full-cooperative outcome is stable
in the sense of being a Nash equilibrium. Individual rationality is collectively
rational as well in this case. Barrett (2013) also finds, in a static model with a
fixed loss of tipping, that a Nash equilibrium prevents tipping in a large part
of the parameter space where it is optimal to do so. In our model, the tipping
point (Ach, sc) is first-best and a Nash equilibrium when the areas ĉ ≤ c ≤ c̃,
where the tipping point is first-best (see the previous section), and c̄ ≤ c ≤ nc̃,
where the tipping point is a Nash equilibrium, overlap. This implies that if c̄,
the value of c where the tipping point loses the Nash property, lies in the area
ĉ ≤ c ≤ c̃, then the tipping point is also a Nash equilibrium for c̄ ≤ c ≤ c̃ but
not for ĉ ≤ c < c̄. If c̄ > c̃, then the tipping point is first-best for ĉ ≤ c ≤ c̃,
but cannot be sustained as a Nash equilibrium.

The levels of c̃, ĉ and c̄ depend, of course, on the values of the parameters
b and sc, and on the number of economic agents n. Take, for example, b = 1,
sc = 1 and n = 2. The tipping point becomes (Ach, sc) = (1, 1), with the inputs
a1 = a2 = 0.5. It follows that the largest value of c for which the tipping point
is first best is c̃ = 0.5, which yields total welfare −2.3863. It is easy to show
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that for ĉ = 0.0867, the same level of total welfare −1.5597 is realised in the
tipping point (Ach, sc) = (1, 1) and in the point on the line segment l2 with
the inputs a1 = a2 = 0.97646 and the stock s = 2.9529. This implies that
the tipping point is the optimal solution for 0.0867 ≤ c ≤ 0.5. Furthermore,
the tipping point (Ach, sc) is the only Nash equilibrium for c = nc̃ = 1, with
individual welfare −1.6931. The first-order condition for the best response
of economic agent 2 yields the condition A = 1/(2cs) + 0.5. It is easy to
show that for c̄ = 0.13971, the same level of individual welfare −0.83286 for
the economic agent 2 is realised in the tipping point (Ach, sc) = (1, 1) as in
the point on the line segment l2 with the input a2 = 1.285 and the stock
s = 2.785. This implies that the tipping point is a Nash equilibrium in the
range 0.13971 ≤ c ≤ 1, because an individual economic agent only has the
incentive to deviate for c < 0.13971. It follows that the tipping point is first-
best but also a Nash equilibrium for 0.13971 ≤ c ≤ 0.5. For 0.5 < c ≤ 1,
the tipping point is a Nash equilibrium, but it is optimal to move below the
tipping point. For 0.0867 ≤ c < 0.13971, the tipping point is first-best, but it
is not a Nash equilibrium anymore.

This most simple way of modelling a tipping point or regime shift already
allows for an interesting conclusion. It is intuitively clear, of course, that it
is optimal to prevent tipping, unless the weight on the damage in the welfare
indicator becomes really small. More interestingly, however, for a range of
weights on damage in the welfare indicator, a Nash equilibrium exists that
does not tip either. The threat of tipping already induces sufficient individual
discipline. However, for smaller weights on damage in the welfare indicator, it
may still be optimal to prevent tipping, but this cannot be sustained as a Nash
equilibrium anymore. In this case, the question arises whether stable partial
cooperation can prevent tipping. This is the subject of the next section.

2.3 Coalition formation

In the previous section, it was found that the tipping point (Ach, sc) is a
Nash equilibrium for c̄ ≤ c ≤ nc̃, but loses the Nash property for c < c̄, so that
the system will tip. The question is if tipping can be prevented by (partial)
cooperation. We assume that one coalition of k cooperating economic agents
can be formed and that the other (n − k) economic agents continue to play
individually. The respective welfare indicators become

max
a1,...,ak

[
k∑

i=1

ln ai − kcs2
]
,

and
max
ai

[
ln ai − cs2

]
, i = k + 1, ..., n.
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The Lagrangians become

L =
k∑

i=1

ln ai − kcs2 + λ(A− f(s)), (2.9)

Li = ln ai − cs2 + λi(A− f(s)), i = k + 1, ..., n. (2.10)

Since f(s) is either part of the line bs or part of the line bs − 1, we can
characterise the candidate Nash equilibria between the coalition of size k and
the individual economic agents by considering the first-order condition

A =
n∑

i=1

ai = −k
λ
− n− k

λi
=
kf ′(s)

2kcs
+

(n− k)f ′(s)

2cs
=

(n− k + 1)b

2cs
. (2.11)

Note that this is the same condition as for the Nash equilibrium with (n−k+1)
economic agents. The coalition effectively operates as one individual economic
agent. This is convenient for the analysis, and it is the result of choosing the
logarithm as the functional form for the benefits.

In the example in the previous section, it is immediately clear what hap-
pens in the case of two economic agents. For c < 0.13971, the tipping
point (Ach, sc) = (1, 1) is not a Nash equilibrium, and the system ends up
in the other candidate Nash equilibrium on the line segment l2. However, if
the two economic agents form a coalition, the tipping point is first-best for
0.0867 ≤ c ≤ 0.5. It follows that for 0.0867 ≤ c < 0.13971, the system will
tip if the economic agents do not form a coalition, but the system will stay
at the tipping point if the economic agents cooperate and form a coalition.
In the case of two economic agents, a coalition between them allows to reap
substantial welfare benefits. For example, if c = 0.1, individual welfare at the
tipping point is −0.79315. However, if the two economic agents do not form
a coalition, the system tips and ends up in the Nash equilibrium on the line
segment l2, with the inputs a1 = a2 = 1.3508 and the stock s = 3.7016. Indi-
vidual welfare in this Nash equilibrium is −1.0695, a loss of 35% as compared
to individual welfare in the tipping point.

In the case of n economic agents, partial cooperation effectively means that
the number of players is reduced. If a coalition of size k is formed, the number
of players is reduced from n to n− k+ 1. Furthermore, the number of players
affects the range of values of c for which the tipping point (Ach, sc) = (1, 1) is a
Nash equilibrium. This implies that it may happen that the system tips in case
of n−k+2 players, but does not tip in case of n−k+1 players. More specifically,
in the previous section we have seen that the tipping point (Ach, sc) = (1, 1) is
a Nash equilibrium for the range c̄ ≤ c ≤ nc̃, where c̄ depends on the number
of players n. This means that for c̄(n− k + 1) ≤ c < c̄(n− k + 2), the system
tips in the case of n− k + 2 players, but does not tip in the case of n− k + 1
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players. This has an important consequence for coalition formation. If an
economic agent considers to leave a coalition of size k, so that the number of
players effectively increases from n−k+1 to n−k+2, this agent has to realize
that besides the usual effects on welfare of leaving the coalition, the system
will tip with an overall negative effect on welfare.

In general, we have to analyse what the incentives are to join a coalition
of size k, and what the incentives are to leave a coalition of size k. The
literature on international environmental agreements (Hoel, 1992, Carraro and
Siniscalco, 1993, Barrett, 1994, Finus, 2003, Karp and Simon, 2013), which
is based on the literature on cartel theory (d’Aspremont et al., 1983), usually
concludes that cooperation is hard to sustain, because free-rider incentives
dominate the incentives to cooperate. However, in the presence of a tipping
point there are additional incentives to cooperate, as we have just seen. A
coalition of size k is called internally stable, if an economic agent has higher
welfare as a member of the coalition than as an outsider to the coalition of
size k− 1, so that this economic agent does not have an incentive to leave the
coalition. A coalition of size k is called externally stable, if an economic agent
has higher welfare as an outsider to this coalition than as a member of the
coalition of size k + 1, so that this economic agent does not have an incentive
to join the coalition. The previous literature on international environmental
agreements shows that the size of the stable coalition (i.e., both internally and
externally stable) is usually small: k = 2 or k = 3. The question is what
happens in the presence of a tipping point.

The results for our model above are presented in Figure 5. We have fixed
the number of economic agents (n = 10) and the critical stock (sc = 1), but we
have varied the parameters b (0 < b ≤ 1) and c (0 < c ≤ 0.5). The dashed line
ĉ(b) indicates for each b the level of c below which it is not optimal anymore to
prevent tipping, from a full-cooperative perspective. Furthermore, note that
c̃ = 1/(2s2c) = 0.5, so that the tipping point (Ach, sc) = (b, 1) is not optimal
anymore for c > 0.5 (see the section on full cooperation above). Therefore we
restrict ourselves to the range 0 < c ≤ 0.5.

The area S1 indicates the area in the parameter space where the tipping
point (Ach, sc) = (b, 1) is a Nash equilibrium. The lower border of the area
S1 represents c̄(n, b), where the tipping point loses the Nash property (see the
section on Nash equilibria above). This curve is upward sloping because for
larger b, the slopes of the lines in Figure 1 are steeper, so that the shift in the
stock s is smaller and the incentive to deviate is therefore larger. Below the
lower border of the area S1, the system will tip unless some economic agents
cooperate. The areas Sk indicate the areas in the parameter space where the
coalition of size k is stable, and where the tipping point is a Nash equilibrium
for the game between the coalition and the remaining (n−k) economic agents.
Two mechanisms are now at work here. One is that the economic agents have
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to consider the usual trade-off between the free-rider benefits and the benefits
of cooperation. The other one is that the economic agents have to consider
the possibility that the system tips if the level of cooperation is not sufficiently
high. Figure 5 shows that more cooperation is needed to stay in the tipping
point when c becomes smaller and b becomes larger. The reason is that the
cost of tipping becomes lower, so that more cooperation is needed to prevent
tipping. Figure 5 also shows that the coalitions of size k = 10 and size k = 9
are not stable. Apparently the incentive to free-ride in these large coalitions is
higher than the incentive to cooperate, even though the system will tip when
an economic agent leaves the coalition. However, coalitions up to size k = 8
are stable, and prevent tipping in the corresponding areas of the parameter
space. It also shows that, in the presence of a tipping point, the size of the
stable coalition can be larger than k = 2 or k = 3, which is the usual grim
result for the size of the stable coalition.

Figure 5 is quite similar to Figure 2 in Barrett (2013). Both figures show
a large area in the parameter space where tipping is avoided in a Nash equi-
librium, so that coordination on this Nash equilibrium suffices to avoid a big
loss. Both figures also show a smaller area where it is not optimal to avoid
tipping, and an area in between where cooperation is needed to avoid tip-
ping. The difference is that this paper shows that stable partial cooperation
solves the problem to a large extent, whereas the previous paper does not have
very positive results on the possibility of cooperation. Barrett (2013) uses a
static public good game on emission reduction, with a fixed loss in case a
certain threshold is not reached, but this is not the reason for the difference.
The previous paper models cooperation as a treaty in which the remaining
coalition of (n − 1) economic agents can commit to some level of emission
reduction in case an agent withdraws from the treaty. If optimal behaviour
of this coalition reaches the threshold but forces the outsider to reduce more
than in the treaty, the treaty will be stable. This happens precisely in the
area where coordination suffices, so that the treaty just serves as a coordin-
ating device. If optimal behaviour of this coalition reaches the threshold but
allows the outsider to reduce less than in the treaty, Barrett (2013) requires
that this outcome is a Nash equilibrium, which can only happen in that same
area again. It follows that outcomes in the middle area of Figure 2 in Barrett
(2013) only occur, if the optimal behaviour of the remaining coalition of (n−1)
economic agents does not reach the threshold. In this case, it proves that the
old grim story applies again in the sense that very little can be achieved by
cooperation. The conclusion is that coordination is the only relevant answer
to the problem. However, this paper shows that stable partial cooperation,
without future commitments, can respect the threshold in a substantial part
of that middle area, in a game on emission. This implies that a combination of
partial cooperation and coordination between the coalition and the outsiders
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can solve the problem in a very large area of the parameter space.
In general, we can conclude from Figure 5 that the area where the Nash

equilibrium prevents tipping is large. However, when c becomes small and b
becomes large, cooperation is needed to prevent tipping. Cooperation needs
to be stable in the sense that a member of the coalition does not have an
incentive to leave the coalition. Figure 5 shows that this stability requirement
restricts the possibility to prevent tipping by cooperation. Coalitions can only
be stable up to size k = 8, and this result leaves an area in the parameter
space where tipping cannot be prevented, although welfare could be improved.
Fortunately, in this area b is large, so that the shift in the stock s is small,
and c is small, so that the cost of tipping is low. Large costs of tipping are
controlled by individual rationality or by stable partial cooperation. This
shows that tipping points are not only bad news.
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Figure 5: Tipping game.

In conclusion, in case the tipping point is not a Nash equilibrium, tipping
can be prevented by stable partial cooperation, but not always and the first-
best can usually not be achieved. If the regime shift is modest and if the
damage does not weigh much in welfare, tipping will occur but at the same
time the consequences are not severe.

2.4 The inverse tipping game

We will now consider what we call the inverse tipping game. This is the
situation where the conditions of the system are bad, but where it is possible
to tip back to the good conditions.
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The inverse tipping game is presented in Figure 2. The initial stock of
the system s0 is high, for example s0 = 2, but a small decrease of the total
input below Acl shifts the equilibrium level of the stock s to a much lower
level. The situation differs from the tipping game above in the sense that
it is now favourable to tip. Therefore, we assume that in this case tipping
actually occurs in the tipping point (Acl, sc), so that the system ends up at
(Acl, sc − 1/b). The situation is now basically the same as the tipping game
above and the whole analysis runs parallel, with tipping point (Acl, sc−1/b) =
(b− 1, 1− 1/b). Note that b cannot be smaller than 1, because then the lower
tipping point (Acl, sc) = (b − 1, 1) disappears below the s-axis and tipping
back is not possible. In this case, tipping to the bad conditions is physically
irreversible.

The results for this game are presented in Figure 6. The dashed line ĉ(b)
indicates for each b the level of c below which it is not optimal anymore to
tip back in the tipping point (Acl, sc) = (b − 1, 1), from a full-cooperative
perspective. For values of b close to 1, the window for tipping back becomes
very small and costly to reach, so that in this case tipping back will not be
realised. The area S1 indicates the area in the parameter space where the point
(Ach, sc−1/b) that results from tipping back is a Nash equilibrium. The areas
Sk indicate the areas in the parameter space where the coalition of size k is
stable, and where the Nash equilibrium for the game between the coalition and
the remaining (n− k) economic agents induces tipping back. Similarly to the
tipping game above, Figure 6 shows that the coalitions of size k = 10 and size
k = 9 are not stable. Apparently it is not worthwhile for an economic agent
to give up the free-rider benefits and to stay in the coalition in order to reap
the benefits of cooperation and to induce tipping back, for the values of c and
b below the lower border of the areas S8 and S7. A low value of c means that
the costs of a large stock s are not sufficiently high to give up the free-rider
benefits and to join the coalition in order to induce tipping back. Although it is
physically possible in this model to reverse tipping by sufficiently lowering the
total input A, it will not happen in this case because the level of cooperation
that is needed to tip back is not stable. The system is physically reversible
but socially irreversible. However, coalitions up to size k = 8 are stable, and
induce tipping back in the corresponding areas of the parameter space. It also
shows again that the size of the stable coalition can be larger than k = 2 or
k = 3, in the presence of a tipping point.

As in the tipping game above, the stability requirement does not allow to
have full cooperation and tip back whenever it is optimal to do so. Stable
cooperation can in certain situations help to get out of the bad conditions,
but not always. The reason can be that the damage does not weigh much
in welfare, so that the consequences are not severe, but the reason can also
be that the window for tipping back is very small. The last point means
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that a system that is close to being physically irreversible may prove to be
socially irreversible. In the sections below we will show how the insights from
this simple tipping game extend to the lake system, a fully dynamical tipping
game with convex-concave dynamics. First, however, we will attend briefly to
the issue of uncertainty.
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Figure 6: Inverse tipping game.

2.5 Uncertain tipping points

In this paper, we assume that the location of the tipping point (Ac, sc) (we
omit the subscript h here) is known but it is, of course, usually surrounded
by uncertainty. For example, Rockström et al. (2009) indicate nine so-called
planetary boundaries, like the climate tipping point, but each of those have
a zone of uncertainty. This implies that we have to consider the situation
that the tipping point (Ac, sc) is located between a lower bound (Ac1, sc1) and
an upper bound (Ac2, sc2), where this zone of uncertainty has a probability
distribution. If the probability of the location between Ac1 and Ac2 is given by
the distribution function F (A), the response in that zone becomes s = A/b,
with probability 1 − F (A), and s = (A + 1)/b, with probability F (A). For
example, if the uncertainty is uniform in that zone, the distribution function
F (A) and the expected response are given by

F (A) =
A− Ac1

Ac2 − Ac1

, (2.12)

Es =
Ac2 − A
Ac2 − Ac1

A

b
+

A− Ac1

Ac2 − Ac1

A+ 1

b
, Ac1 ≤ A ≤ Ac2. (2.13)
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If we want to follow the same analysis as in the previous section, we cannot
work with the expected response function, because the expected costs in the
objective functional, in the range of uncertainty, are given by

cEs2 =
Ac2 − A
Ac2 − Ac1

c

(
A

b

)2

+
A− Ac1

Ac2 − Ac1

c

(
A+ 1

b

)2

, Ac1 ≤ A ≤ Ac2, (2.14)

and Es2 is not equal to (Es)2. However, if we replace Es2 by s2 in equation
(2.14), and solve for A as a function g of s, we create a certainty-equivalent
response function in the range of uncertainty. This allows us to solve the
problem with an uncertain tipping point in the same way as the problem in
the previous sections. The certainty-equivalent response function f(s) becomes

f(s) = bs, 0 ≤ s ≤ sc1, (2.15)

f(s) = g(s), sc1 < s ≤ sc2 +
1

b
,

f(s) = bs− 1, s > sc2 +
1

b
,

where g(s) is the solution of equation (2.14) with Es2 replaced by s2. The
uncertainty about the location of the tipping point transforms the function
f into a concave-convex response function, and the jump disappears. The
resulting situation is depicted in Figure 7. The width of the zone of uncertainty,
i.e. the distance between the lower bound (Ac1, sc1) and the upper bound
(Ac2, sc2) of the tipping point, determines the shape of this certainty-equivalent
response function.

w(c
˜
)

sc1 sc2
s

Ac1

Ac2

A

Figure 7: A small amount of uncertainty does not change the optimum.

If the width of the zone of uncertainty is small, the results are the same as
in the absence of uncertainty. We can show this by using the example from
the previous sections: n = 2, b = 1 and sc1 = 1, so that Ac1 = 1. The
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certainty-equivalent response function f(s) becomes

f(s) = s, 0 ≤ s ≤ 1, (2.16)

f(s) =
1 +

√
1 + 4(Ac2 + 1)(1 + (Ac2 − 1)s2)

2(Ac2 + 1)
, 1 < s ≤ sc2 + 1,

f(s) = s− 1, s > sc2 + 1.

Similar to the analysis in the previous sections, we can characterise the station-
ary points on the extended curve through the middle segment of the response
function f(s) by

A =
f ′(s)

2cs
= f(s). (2.17)

It is straightforward to calculate that for c = (Ac2 − 1)/(2Ac2 + 1), the sta-
tionary point is the tipping point (Ac1, sc1) = (1, 1). It follows that it does
not pay to move above the tipping point into the zone of uncertainty for
(Ac2 − 1)/(2Ac2 + 1) ≤ c. In the previous sections, we have seen that in
the absence of uncertainty, 0.5 is the largest value of c for which the tip-
ping point (Ac1, sc1) = (1, 1) is first best, with the inputs a1 = a2 = 0.5 and
total welfare −2.3863. Furthermore, in the absence of uncertainty, the tip-
ping point is the optimal solution in the range 0.0867 ≤ c ≤ 0.5, because for
c = 0.0867 the same level of total welfare −1.5597 is realised in the tipping
point (Ac1, sc1) = (1, 1) and in the point on the line segment l2 (Figure 3),
with the inputs a1 = a2 = 0.97646 and the stock s = 2.9529. It follows that in
the presence of uncertainty, the conclusion does not change if the upper bound
Ac2 ≤ 1.3147, so that (Ac2 − 1)/(2Ac2 + 1) ≤ 0.0876. For Ac2 = 1.3147, the
curve through the middle segment of the response function f(s) is tangent to
the iso-welfare curve in the tipping point (Figure 7). For Ac2 > 1.3147, the
curve through the middle segment of the response function f(s) is steeper, and
total welfare increases by moving into the zone of uncertainty (Figure 8).

We can characterise the candidate symmetric Nash equilibria on the curve
through the middle segment of the response function f(s) by

A =
f ′(s)

cs
= f(s). (2.18)

It is easy to see now that for c = 2(Ac2 − 1)/(2Ac2 + 1), the tipping point
(Ac1, sc1) = (1, 1) is a candidate Nash equilibrium. We have to investigate the
incentive to deviate. We fix the input of economic agent 1 at a1 = 0.5, and
investigate the best response of economic agent 2. In the previous sections,
we have seen that in the absence of uncertainty, the tipping point is a Nash
equilibrium in the range 0.13971 ≤ c ≤ 1, because for c = 0.13971 the same
level of individual welfare −0.83286 for economic agent 2 is realised in the
tipping point (Ac1, sc1) = (1, 1) and in the point on the line segment l2, with
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Figure 8: Under intermediate uncertainty, it is optimal to allow the possibility
of tipping.

the input a2 = 1.285 and the stock s = 2.785, so that an individual economic
agent only has the incentive to deviate for c < 0.13971. It follows that in the
presence of uncertainty, the conclusion does not change if the upper bound
Ac2 ≤ 1.2436, so that 2(Ac2 − 1)/(2Ac2 + 1) ≤ 0.13971. For Ac2 = 1.2436, the
curve through the middle segment of the response function f(s) is tangent to
the iso-welfare curve for economic agent 2 in the tipping point. The conclusion
is that the results remain the same as in the absence of uncertainty, if the width
of the zone of uncertainty is small (in the example Ac1 = 1 and Ac2 ≤ 1.2436).
The tipping point (Ac1, sc1) = (1, 1) is first-best but also a Nash equilibrium
for 0.13971 ≤ c ≤ 0.5.

For a larger upper bound Ac2, we do not get the same result, but we can
get a similar result. For example, if Ac2 = 2 and c = 0.12, the optimal point
is (A∗, s∗) = (1.2648, 1.5919) on the middle segment of the response func-
tion f(s), with total welfare −1.5247 and a probability of 0.2648 of tipping.
The candidate Nash equilibria are the points (An1, sn1) = (1.7521, 2.5411),
with individual welfare −0.9072 and a probability of 0.7521 of tipping, and
(An2, sn2) = (2.4297, 3.4297), with individual welfare −1.2169, on the middle
and the right segment of the response function f(s), respectively. An indi-
vidual economic agent does not have the incentive to deviate from the good
Nash equilibrium (An1, sn1) = (1.7521, 2.5411) for these parameter values, be-
cause the best response would be the input ai = 1.3085, which yields the stock
s = 3.1845 with lower welfare −0.9480. Figure 9 depicts the outcome. In this
case, the economic agents can still coordinate on the good Nash equilibrium,
although they cannot achieve the first best in a Nash equilibrium. This implies
that even in the case of large uncertainty on the location of the tipping point,
coordination on a good Nash equilibrium is still possible and worthwhile, which
is not in line with proposition 6 in Barrett (2013). However, when decreasing

18



the value of c, at some point the good Nash equilibrium loses the Nash prop-
erty, but this is the same type of result as in the absence of uncertainty. In
the sequel, we will focus on the certainty case but extend the analysis to the
lake system, a fully dynamical tipping game with convex-concave dynamics.

MC=MB

MCi=MBi

MCi=MBi

sc1 sc2
s

Ac1

Ac2

A

Figure 9: Even under uncertainty, coordination on a good Nash equilibrium is
possible.

3 The lake game

In the previous sections we assumed constant inputs ai, i = 1, 2, ..., n, and
sufficient time for the system to reach the steady state. This is the most simple
representation of a tipping point, and it allowed us to focus the analysis on
the total input A and the resulting steady state s. In the sequel, we extend
the analysis to a fully dynamical model. We use the well-known lake model
(Carpenter et al., 1999, Brock and Starrett, 2003, Mäler et al., 2003, Wagener,
2003) where the response function f(s) is not, as in the sections above, linear
with a downward jump, but convex-concave instead. The lake model is given
by

ṡ(t) = A(t)− f(s(t)), A =
n∑

i=1

ai, s(0) = s0, (3.1)

f(s) = bs− s2

1 + s2
, (3.2)

where ai denotes the loading of phosphorus on the lake by the economic agent
i, and s denotes the accumulated stock of phosphorus in the water of the
lake that causes the loss of ecosystem services. It is easy to show that for
0.5 < b < 3

√
3/8, the curve f(s) has the same type of tipping points — at

the local maximum and at the local minimum of f — as the simple model in
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the previous sections. Note, however, that in this model tipping to the bad
conditions is physically irreversible for b < 0.5, whereas this irreversibility in
the simple tipping game above occurred for b < 1. Otherwise, the parameter
b is an indicator for the steepness of the curve and in that sense it plays a
similar role in the two models. The response function is typical in ecological
models, and therefore the lake model can be seen as a metaphor for many
problems with tipping points. We model the trade-off between the benefits of
loading and the loss of ecosystem services by maximising the infinite-horizon
discounted welfare indicators

max
ai(.)

∫ ∞
0

[
ln ai(t)− cs2(t)

]
e−rtdt, i = 1, 2, ..., n, (3.3)

where the parameter c weighs the benefits and costs.
The model has turned into a so-called differential game (Basar and Olsder,

1982). The full-cooperative case is a straightforward optimal-control problem,
but in case of a Nash equilibrium we have to distinguish the open-loop Nash
equilibrium, where the inputs ai are only a function of time t, and the feedback
Nash equilibrium, where the inputs ai are also a function of the state s and
decisions are taken when the state s is realised. Mäler et al. (2003) derive the
open-loop Nash equilibrium for the lake game, and Kossioris et al. (2008) and
Dockner and Wagener (2014) investigate the feedback Nash equilibria for the
lake game. However, we consider coalition formation and then a choice has to
be made regarding the timing. Either the economic agents decide whether or
not they want to be a member of the coalition before the game unravels, or the
economic agents consider their membership of the coalition at each moment in
time. The second approach is consistent with the feedback Nash equilibrium
but it is very difficult to solve. We leave this for further research. The first
approach is a natural extension of the simple tipping game that we analysed in
the previous section, and will be pursued in the sequel. That is, in this paper,
we use the open-loop Nash equilibrium concept, preceded by the membership
game where the economic agents choose to become a member of the coalition
or not.

3.1 Full cooperation and Nash equilibria

In the full-cooperative case we maximize the sum of the welfare indicators.
The Hamiltonian becomes

H =
n∑

i=1

ln ai − ncs2 + λ(A− f(s)), (3.4)
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which yields the necessary conditions

A =
n∑

i=1

ai = −n
λ
, (3.5)

Ȧ(t) = − [r + f ′(s(t))]A(t) + 2cs(t)A2(t). (3.6)

Wagener (2003) shows that there is again a value ĉ of c, which depends on
the initial state s(0), such that the lake system under optimal total loading of
phosphorus converges to a steady state in the low-phosphorus regime of the
lake for c ≥ ĉ, but converges to a steady state in the high-phosphorus regime
for c < ĉ.

For the symmetric non-cooperative Nash equilibrium, the Hamiltonians
become

Hi = ln ai − cs2 + λi(A− f(s)), i = 1, 2, ..., n, (3.7)

which yields the necessary conditions

A =
n∑

i=1

ai = − n
λi
, (3.8)

Ȧ(t) = − [r + f ′(s(t))]A(t) + 2
c

n
s(t)A2(t). (3.9)

Mäler et al. (2003) show, for b = 0.6, c = 1, n = 2 and r = 0.03, that the
necessary conditions for the full-cooperative outcome have one steady state
in the low-phosphorus regime, but in case of a Nash equilibrium there are
two steady states, one in the low- and one in the high-phosphorus regime.
Depending on the initial conditions (see Grass et al., 2017), the economic
agents can end up in the low- of in the high-phosphorus Nash equilibrium.
The last situation can be seen as a pollution trap. When the agents cooperate,
they move to the low-phosphorus regime.
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Figure 10: Isoclines.
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As for the simple tipping game above, we have to be able to check whether
the Nash property holds in a candidate Nash equilibrium. The steady states
are the intersection points of the ṡ = 0 and Ȧ = 0 isoclines. Mäler et al.
(2003) show that these isoclines either have one or three intersection points. If
there are three intersection points, the middle one is unstable and cannot be a
Nash equilibrium, but the other two intersection points are the steady states
of the candidate Nash equilibria (Figure 10). We refer to these candidate Nash
equilibria by their steady states (Al, sl) and (Ah, sh), where l means low and
h means high. The question is again whether an individual economic agent i
has an incentive to deviate from the candidate Nash equilibrium (Al, sl) in the
low-phosphorus regime. Suppose that the other n−1 economic agents stick to
their phosphorus loadings Al/n. The necessary conditions for the optimisation
of economic agent i lead to

A =
n∑

i=1

ai = ai −
n− 1

n
Al, (3.10)

ȧi(t) = − [r + f ′(s(t))] ai(t) + 2cs(t)a2i (t). (3.11)

Adding the constant (n − 1)Al/n to the ȧi = 0 isocline yields a curve that
has again three intersection points with the ṡ = 0 isocline. These indicate the
candidate optimal trajectories for economic agent i (Figure 10). The middle
one is a minimum and the other two are local maxima. (Al, sl) denotes one
of these local maxima, the second one is denoted by the steady state (Â, ŝ).
The question is which one is the best for economic agent i. If the trajectory
leading to (Al, sl) is the best, economic agent i does not have an incentive to
deviate, so that (Al, sl) is a Nash equilibrium, but if the trajectory leading to
(Â, ŝ) is the best, economic agent i has an incentive to deviate and (Al, sl) is
not a Nash equilibrium. The trajectories are presented in Figure 11.
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Figure 11: Trajectories.

In case (Al, sl) is not a Nash equilibrium, the question is whether stable
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partial cooperation can keep the lake system in the low-phosphorus regime. In
order to analyse this question, we need to solve for coalition formation in this
differential game.

3.2 Coalition formation

We assume again that one coalition of k cooperating economic agents can
be formed, and that the other (n− k) economic agents continue to play indi-
vidually. The respective Hamiltonians become

H =
k∑

i=1

ln ai − kcs2 + λ(A− f(s)), (3.12)

Hi = ln ai − cs2 + λi(A− f(s)), i = k + 1, ..., n, (3.13)

which yield the necessary conditions

ai =
−1

λ
, i = 1, 2, ..., k, (3.14)

ai =
−1

λi
, i = k + 1, ..., n, (3.15)

λ̇(t) = [r + f ′(s(t))]λ(t) + 2kcs(t), (3.16)

λ̇i(t) = [r + f ′(s(t))]λi(t) + 2cs(t), i = k + 1, ..., n, (3.17)

so that λ/k = λi and the necessary conditions become

A =
n∑

i=1

ai = −k
λ
− n− k

λi
= −n− k + 1

λi
, (3.18)

Ȧ(t) = − [r + f ′(s(t))]A(t) + 2
c

n− k + 1
s(t)A2(t). (3.19)

Note that these are the same conditions as for the Nash equilibrium with
(n − k + 1) economic agents. Again the coalition effectively operates as one
individual economic agent.

We use numerical algorithms to calculate the resulting paths and welfare
values of the optimal-control problems and the open-loop Nash equilibria, for
different values of the parameters. With the optimal-control algorithm, we
can cover the cases of full cooperation and a possible deviation from a Nash
equilibrium. With the Nash-equilibrium algorithm, we can cover the Nash
equilibria, but also the cases with partial cooperation. The analysis requires
a substantial numerical effort, but all these cases can be solved for the lake
game.

To illustrate the magnitude of the effects, we take the values b = 0.60,
r = 0.03, n = 2 from Mäler et al. (2003), with s0 = 0. For c < 0.6648,
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the point (Al, sl), which is close to the tipping point, proves not to be a Nash
equilibrium, and the system ends up in the high-phosphorus regime at the point
(Ah, sh). However, if the two economic agents form a coalition, the steady state
in the low-phosphorus regime is first-best for c ≥ 0.4346. This implies that
the system will tip for 0.4346 ≤ c < 0.6648 in the absence of cooperation, but
it will remain in the low-phosphorus regime if the two economic agents form a
coalition. Note that in the two-player game the coalition is always stable. The
welfare implications are large. For instance, if c = 0.7, cooperation is not very
beneficial. The point (Al, sl) is the steady state of a Nash equilibrium, and
individual welfare is −100.3824, just below the welfare of −100.2386 which is
obtained if the economic agents cooperate. This is typical for the lake game.
Cooperation cannot exactly be sustained by a Nash equilibrium, but the loss of
not cooperating is minor. However, if c = 0.6, the corresponding point (Al, sl)
fails to be a Nash equilibrium, and the individual welfare drops to −120.1273
in the Nash equilibrium that ends up in the high-phosphorus regime. This
is much lower than the individual welfare of −99.8047 under cooperation, for
this value of c: it amounts to a loss of 20%.

Suppose that the values of the parameters are such that full cooperation
keeps the lake in the low-phosphorus regime. We can show when a Nash equi-
librium in the low-phosphorus regime exists and if it does not exist, whether
stable partial cooperation can keep the lake in the low-phosphorus regime. In
our model, the coalition of k economic agents behaves as just another player in
the interactions with the n− k outsiders. Therefore, there are two conditions
that have to be fulfilled, for a given set of parameter values. First, the lake
game with n−k+1 economic agents must have a Nash equilibrium in the low-
phosphorus regime. Second, a coalition member does not have an incentive to
leave the coalition. If a coalition member leaves the coalition, the system may
tip to the high-phosphorus regime, because the Nash equilibrium may cease
to exist when the lake game is played with a larger number of agents. This
may prevent leaving the coalition but if the free-rider benefits are high, the
coalition member may leave the coalition anyway, even if the system tips. It is
important to note that if a larger coalition is needed in order to have a Nash
equilibrium in the low-phosphorus regime, the free-rider benefits increase and
this may destabilize the coalition.

As it is very complex to present the results for the dynamical tipping game
in the (b, c) parameter space as in Figure 5, we present the results as a cut
through the parameter space for a fixed b = 0.60. Figure 12 shows the results
for n = 10, r = 0.03, s0 = 0 and 0.01 ≤ c ≤ 2.0. As in the tipping game in the
previous section, the coalitions of size k = 10 and k = 9 are not stable, but
the coalitions up to size k = 8 can be stable.

For c ≥ 1.69, the steady state in the low-phosphorus regime (Al, sl) is
a Nash equilibrium of the game between the 10 economic agents, and the
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Figure 12: The dynamical tipping game for b = 0.60.

welfare of the economic agents in this equilibrium is only just below the first-
best outcome. For 1.58 ≤ c < 1.69, the steady state (Al, sl) does not have the
Nash property, but a Nash equilibrium in the low-phosphorus regime exists
for the game between a coalition of size k = 2 and the (n− 2) outsiders. This
provides an incentive for two economic agents to form a coalition. Although
their welfare will be lower than that of the other 8 economic agents, it proves
to be preferable to the individual welfare in the Nash equilibrium (Ah, sh).

Figure 12 shows that lowering c further, the level of cooperation increases
further in order to prevent shifting to the low-phosphorus regime. This mech-
anism is effective for 0.88 < c, leading to a stable coalition up to size k = 8.
It breaks down for lower values of c: if the costs of tipping are too low, the
benefits of not tipping cannot outweigh the free-rider benefits in this stage
anymore. It follows that tipping is avoided for 0.88 < c, either in the Nash
equilibrium or by stable partial cooperation. One can say that the ”economic
resilience” is substantial. Note that it would be beneficial to avoid tipping
for some range of lower values of c, from a full-cooperative perspective, but
the stability requirement for cooperation prevents this, as in Figure 5. The
coalitions of size k = 10 and k = 9 are not stable.

For c < 0.88, the lake system tips, either because the coalitions of size
k = 10 and k = 9 are not stable or because the costs of a high stock s
are too low, so that it is simply optimal to tip. In this case, the old grim
picture of international environmental agreements applies. The size of the
stable coalition is very small, and in this model equal to either 1 or 2. For
0.58 ≤ c < 0.88, there is a still a coalition of size k = 2 but for c < 0.58, there
is no stable partial cooperation.

It is interesting to see what happens if we vary the parameter b. Figure
13 shows the results for a cut through the (b, c) parameter space for a fixed
b = 0.52. The pattern is very similar to the pattern in Figure 12. The
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differences are that the lake system does not tip in a larger range of values for
c, and that tipping is prevented in the Nash equilibrium in a larger range of
values for c. The reason is the same as for the tipping game in the previous
section (Figure 5). A smaller value of b means that the curve is less steep, so
that the shift in the stock s is larger and the incentive to deviate is smaller.
The general conclusion is again that if the regime shift is modest (i.e., b is
large) and if the damage does not weigh much in welfare (i.e., c is small),
tipping of the lake will occur, but at the same time the consequences are not
severe. In the next section we turn to what we call the inverse lake game.
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Figure 13: The dynamical tipping game for b = 0.52.

3.3 The inverse lake game

When tipping has occurred earlier, the question is whether it is possible to
induce tipping back to the low-phosphorus regime of the lake. The Nash equi-
librium may achieve this for certain values of the parameters, and otherwise
the question is whether stable partial cooperation may induce tipping back to
the favourable conditions of the lake.

As in the lake game above, we present the results as a cut through the (b, c)
parameter space for a fixed b = 0.60, with n = 10, r = 0.03 and the high initial
condition s0 = 1.75. Figure 14 shows the results for 0.1 ≤ c ≤ 7.0. The pattern
is again very similar to the patterns above. The coalition of size k = 10 is not
stable, but the coalitions up to size k = 9 can be stable. As compared to the
simple tipping game in Figure 6, we get a similar pattern as for b = 1.3 in that
game. As compared to the lake game in Figure 12, the pivotal value of c, for
which partial cooperation starts to be needed in order to induce tipping back,
is much larger in the inverse lake game: c < 6.0. Furthermore, the value of c
below which tipping back cannot be induced anymore is substantially larger:
c < 1.5. This indicates that more cooperation is needed to induce tipping back
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Figure 14: The inverse dynamical tipping game.

than to prevent tipping. Moreover, if tipping occurs, c < 0.88, as we have seen
in the previous section, and for these values of c tipping back is not possible.
It reflects the asymmetry in the tipping game. As the low-phosphorus steady
state is close to the tipping point, an economic agent can tip the lake system
from the low-phosphorus to the high-phosphorus regime easily, which places a
lot of discipline on the economic agents in the Nash equilibrium. On the other
hand, the high-phosphorus steady state is far away from the lower tipping
point, so that it takes strong coordinated action of a group of economic agents
to bring the lake system past the lower tipping point. This also implies that
social irreversibility may arise. Since a high level of cooperation is needed to
tip back, the incentive to free-ride increases and the stability of the coalition
may break down, so that tipping back may be physically but not socially
feasible.

In conclusion, Figure 6 shows that for b = 0.60 and c = 2.0, it requires a
stable coalition of size k = 8 to lead the users of the lake out of the pollu-
tion trap in the high-phosphorus regime. However, when the low-phosphorus
regime has been reached, Figure 12 shows that no cooperation is needed to
prevent tipping again. The Nash equilibrium will keep the lake system in
the low-phosphorus regime. A substantial effort is needed to push the system
from ”brown” (green in case of a lake) to ”green” (blue in case of a lake) en-
vironmental conditions, but it is relatively easy to keep the system in a good
state.

4 Conclusion

Tipping points are often observed in natural systems. When a natural sys-
tem tips, it shifts to another domain of attraction, which usually leads to a
substantial loss of ecosystem services. Tipping occurs when accumulated emis-
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sions from economic activities cross a certain threshold. Full cooperation keeps
the natural system in good conditions, unless a very low value is attached to
the loss of ecosystem services. Non-cooperative behaviour can keep the natural
system in good conditions as well, if the incentive to deviate is suppressed by
strong consequences of tipping. In the case non-cooperative behaviour causes
tipping anyway, partial cooperation may prevent the shift. However, partial
cooperation has to be stable in the sense that a member of the coalition does
not have an incentive to leave the coalition and free-ride. Therefore, it is not
always possible to prevent tipping by stable partial cooperation.

This paper first presents a simple tipping point model, with constant inputs
and linear dynamics with a downward jump. In this model, it is relatively easy
to derive all the results. It is shown that stable partial cooperation can indeed
prevent tipping, but not in all cases where it is optimal to do so. It is not
possible if the value attached to the loss of ecosystem services is low and the
shift is small, but this means that the consequences of tipping are fortunately
not severe. It is also shown that in case tipping has occurred, stable partial
cooperation can induce tipping back to the good conditions, but again not in
all cases where it is optimal to do so. This means that it may happen that the
system is physically reversible but socially irreversible, because the incentives
to free-ride prevent the level of cooperation that is needed to tip back.

Then this paper analyses a tipping point model with time-dependent inputs
and convex-concave dynamics, representing the well-known lake system. This
system is a metaphor for many natural systems with tipping points. The
analysis is more complicated, and requires advanced numerical methods, but
it basically leads to the same results. An important policy conclusion is that
when the users of the lake system are trapped in a non-cooperative Nash
equilibrium with a low level of ecosystem services, stable partial cooperation
may lead the users out of this pollution trap. However, this is not always
possible, so that social irreversibility of tipping may arise, even if tipping is
physically reversible. Furthermore, when a non-cooperative Nash equilibrium
with a high level of ecosystem services cannot be sustained, because tipping will
occur, stable partial cooperation may prevent the lake from tipping. Generally,
a higher level of cooperation is needed to induce tipping back than to prevent
tipping.

The usual grim picture in the literature on international environmental
agreements is that the stable coalitions are small, especially when the possible
gains of cooperation are large. In the presence of a tipping point, this picture
is reversed. This paper shows that the stable coalitions can be large, in order
to prevent large losses or in order to induce large gains. Furthermore, if the
size of the stable coalition cannot be increased anymore, because free-rider
benefits become too high, the consequences are not severe, because the losses
from tipping are relatively low in this case.
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